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Figure 1: Machine learning combines three main components: model, data and loss. Machine learning methods implement the scientific principle of “trial and error”. These methods continuously validate and refine a model based on the loss incurred by its predictions about a phenomenon that generates data.
Machine learning (ML) influences our daily lives in several aspects. We routinely ask ML empowered smartphones to suggest lovely restaurants or to guide us through a strange place. ML methods have also become standard tools in many fields of science and engineering. ML applications transform human lives at unprecedented pace and scale.

This book portrays ML as the combination of three basic components: data, model and loss. ML methods combine these three components within computationally efficient implementations of the basic scientific principle “trial and error”. This principle consists of the continuous adaptation of a hypothesis about a phenomenon that generates data.

ML methods use a hypothesis map to compute predictions of a quantity of interest (or higher level fact) that is referred to as the label of a data point. A hypothesis map reads in low level properties (referred to as features) of a data point and delivers the prediction for the label of that data point. ML methods choose or learn a hypothesis map from a (typically very) large set of candidate maps. We refer to this set as of candidate maps as the hypothesis space or model underlying an ML method.

The adaptation or improvement of the hypothesis is based on the discrepancy between predictions and observed data. ML methods use a loss function to quantify this discrepancy. A plethora of different ML methods is obtained by different design choices for the data (representation), model and loss. ML methods also differ vastly in their practical implementations which might obscure their unifying basic principles. Two examples for such ML methods are deep learning and linear regression.

Deep learning methods use cloud computing frameworks to train large models on large datasets. Operating on a much finer granularity for data and computation, linear regression can typically be implemented on small embedded systems. Nevertheless, deep learning methods and linear regression use the very same principle of iteratively updating a model based on the discrepancy between model predictions and actual observed data. This discrepancy is measured via a loss function.
We believe that thinking about ML as combinations of three components given by data, model and loss function helps to navigate the steadily growing offer for ready-to-use ML methods. Our three-component picture allows a unified treatment of ML techniques, such as “early stopping”, “privacy-preserving” ML and “explainable ML”, that might seem unrelated at first sight. The regularization effect of early stopping in gradient-based methods arises from the shrinking of the effective hypothesis space. Privacy-preserving ML methods can be obtained by particular choices for the features used to characterize data points (see Section 9.5). Explainable ML methods can be obtained by particular choices for the hypothesis space and loss function (see Chapter 10).

To make good use of ML tools it is instrumental to understand its underlying principles at the appropriate level of detail. It is typically not necessary to understand the mathematical details of advanced optimization methods to successfully apply deep learning methods. On a lower level, this tutorial helps ML engineers choose suitable methods for the application at hand. The book also offers a higher level view on the implementation of ML methods which is typically required to manage a team of ML engineers and data scientists.
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Lists of Symbols

Sets

\( a \in \mathcal{A} \)  
This statement indicates that the object \( a \) is an element of the set \( \mathcal{A} \).

\( a := b \)  
This statement defines \( a \) to be shorthand for \( b \).

\( |\mathcal{A}| \)  
The cardinality (number of elements) of a finite set \( \mathcal{A} \).

\( \mathcal{A} \subseteq \mathcal{B} \)  
\( \mathcal{A} \) is a subset of \( \mathcal{B} \).

\( \mathcal{A} \subset \mathcal{B} \)  
\( \mathcal{A} \) is a strict subset of \( \mathcal{B} \).

\( \mathbb{N} \)  
The set of natural numbers 1, 2, ....

\( \mathbb{R} \)  
The set of real numbers \( x \).

\( \mathbb{R}_+ \)  
The set of non-negative real numbers \( x \geq 0 \).

\( \{0, 1\} \)  
The set consisting of two real-number 0 and 1.

\( [0, 1] \)  
The closed interval of real numbers \( x \) with \( 0 \leq x \leq 1 \).

A function or map \( f(\cdot) \) that accepts any element \( a \in \mathcal{A} \) from a set \( \mathcal{A} \) as input and delivers a well-defined element \( f(a) \in \mathcal{B} \) of a set \( \mathcal{B} \). The set \( \mathcal{A} \) is the domain of the function \( f \) and the set \( \mathcal{B} \) is the codomain of \( f \). Machine Learning revolves around finding (or learning) a function \( h \) (which we call hypothesis) that reads in the features \( \mathbf{x} \) of a data point and delivers a prediction \( h(\mathbf{x}) \) for the label \( y \) of the data point.
Matrices and Vectors

$I_{l \times n}$ A generalized identity matrix with $l$ rows and $n$ columns. The entries of $I_{l \times n} \in \mathbb{R}^{l \times n}$ are equal to 1 along the main diagonal and equal to 0 otherwise. For example, $I_{1 \times 2} = (1, 0)$ and $I_{2 \times 1} = \begin{pmatrix} 1 \\ 0 \end{pmatrix}$.

$I$ A square identity matrix whose shape should be clear from the context.

$\mathbb{R}^n$ The set of vectors $x = (x_1, \ldots, x_n)^T$ consisting of $n$ real-valued entries $x_1, \ldots, x_n \in \mathbb{R}$.

$x = (x_1, \ldots, x_n)^T$ A vector of length $n$. The $j$th entry of the vector is denoted $x_j$.

$\|x\|_2$ The Euclidean (or “$\ell_2$”) norm of the vector $x = (x_1, \ldots, x_n)^T \in \mathbb{R}^n$ given as $\|x\|_2 := \sqrt{\sum_{j=1}^{n} x_j^2}$.

$\|x\|$ Some norm of the vector $x \in \mathbb{R}^n$. Unless specified otherwise, we mean the Euclidean norm $\|x\|_2$.

$x^T$ The transpose of a vector $x$ that is considered a single column matrix. The transpose is a single-row matrix $(x_1, \ldots, x_n)$.

$X^T$ The transpose of a matrix $X \in \mathbb{R}^{m \times n}$. A square real-valued matrix $X \in \mathbb{R}^{m \times m}$ is called symmetric if $X = X^T$.

$0 = (0, \ldots, 0)^T$ A vector of zero entries whose length should be clear from context.

$(v^T, w^T)^T$ The vector of length $n + n'$ obtained by concatenating the entries of vector $v \in \mathbb{R}^n$ with the entries of $w \in \mathbb{R}^{n'}$.

$\text{span}\{B\}$ The span of a matrix $B \in \mathbb{R}^{a \times b}$, which is the subspace of all linear combinations of columns of $B$, $\text{span}\{B\} = \{Ba : a \in \mathbb{R}^b\} \subseteq \mathbb{R}^a$.

$S^n_+$ The set of all positive semi-definite (psd) matrices of size $n \times n$. 
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**Probability Theory**

\[ \mathbb{E}_p\{ f(z) \} \]  

The expectation of a function \( f(z) \) of a random variable (RV) \( z \) whose probability distribution is \( p(z) \). If the probability distribution is clear from context we just write \( \mathbb{E}\{ f(z) \} \).

\[ p(x, y) \]  

A (joint) probability distribution of a RV whose realizations are data points with features \( x \) and label \( y \).

\[ p(x|y) \]  

A conditional probability distribution of a RV \( x \) given the value of another RV \( y \) [9, Sec. 3.5].

\[ p(x; w) \]  

A parametrized probability distribution of a RV \( x \). The probability distribution depends on a parameter vector \( w \). For example, \( p(x; w) \) could be a multivariate normal distribution of a Gaussian RV \( x \) with the parameter vector \( w \) being the expectation \( \mathbb{E}\{x\} \).

\[ \mathcal{N}(\mu, \sigma^2) \]  

The probability distribution of a scalar normal ("Gaussian") RV \( x \in \mathbb{R} \) with mean (or expectation) \( \mu = \mathbb{E}\{x\} \) and variance \( \sigma^2 = \mathbb{E}\{(x - \mu)^2\} \).

\[ \mathcal{N}(\mu, C) \]  

The probability distribution of a multivariate (vector-valued) normal ("Gaussian") RV \( x \in \mathbb{R}^n \) with mean (or expectation) \( \mu = \mathbb{E}\{x\} \) and covariance matrix \( C = \mathbb{E}\{(x - \mu)(x - \mu)^T\} \).
A data point which is characterized by several properties that we divide into low-level properties (features) and high-level properties (labels) (see Chapter 2).

An index $i = 1, 2, \ldots$, that enumerates the data points within a dataset.

The number of data points in (the size of) a dataset.

A dataset $\mathcal{D} = \{\mathbf{z}^{(1)}, \ldots, \mathbf{z}^{(m)}\}$ is a list of individual data points $\mathbf{z}^{(i)}$, for $i = 1, \ldots, m$.

The number of individual features used to characterize a data point.

The $j$-th feature of a data point. The first feature of a given data point is denoted $x_1$, the second feature $x_2$ and so on.

The feature vector $\mathbf{x} = (x_1, \ldots, x_n)^T$ of a data point whose entries are the individual features of the data point. With a slight abuse of language, we refer to the feature vector $\mathbf{x}$ also as “the features” of a data point.

Beside the symbol $\mathbf{x}$, we sometimes use $\mathbf{z}$ as another symbol to denote a vector whose entries are features of a data point. We need two different symbols to distinguish between “raw” and learnt feature vectors (see Chapter 9).

The feature vector of the $i$th data point within a dataset.

The $j$th feature of the $i$th data point within a dataset.

A mini-batch that consists of a (randomly selected) subset of data points from a (typically very large) dataset (see Section 5.7).

The size of (the number of data points in) a mini-batch using during a stochastic gradient descent (SGD) step (see Section 5.7).
\( y \) The label (quantity of interest) of a data point.

\( y^{(i)} \) The label of the \( i \)th data point.

\( (x^{(i)}, y^{(i)}) \) The features and the label of the \( i \)th data point within a dataset.

The feature space of a ML method consists of all potential feature values that a data point can have. However, we typically use feature spaces that are much larger than the set of different feature values arising in finite datasets. The majority of the methods discussed in this book uses the feature space \( \mathcal{X} = \mathbb{R}^n \) consisting of all Euclidean vectors of length \( n \).

The label space \( \mathcal{Y} \) of a ML method consists of all potential label values that a data point can have. We often use label spaces that are larger than the set of different label values arising in a give dataset (e.g., a training set). We refer to a ML problems (methods) using a numeric label space, such as \( \mathcal{Y} = \mathbb{R} \) or \( \mathcal{Y} = \mathbb{R}^3 \), as regression problems (methods). ML problems (methods) that use a discrete label space, such as \( \mathcal{Y} = \{0, 1\} \) or \( \mathcal{Y} = \{ \text{“cat”}, \text{“dog”}, \text{“mouse”} \} \) are referred to as classification problems (methods).

\( \alpha \) A learning rate or step-size parameter used by gradient-based methods.

\( h(\cdot) \) A hypothesis map that reads in features \( x \) of a data point and delivers a prediction \( \hat{y} = h(x) \) for its label \( y \).

\( \mathcal{H} \) A hypothesis space or model used by a ML method. The hypothesis space consists of different hypothesis maps \( h : \mathcal{X} \to \mathcal{Y} \) between which the ML method has to choose.
The squared bias of a hypothesis \( \hat{h} \) delivered by a ML algorithm that is fed with data points which are modelled as realizations of RVs. Since the data is modelled as realizations of RVs, also the delivered hypothesis \( \hat{h} \) is the realization of a RV.

The variance of the (parameters of the) hypothesis delivered by a ML algorithm. If the input data for this algorithm is interpreted as realizations of RVs, so is the delivered hypothesis a realization of a RV.

The loss incurred by predicting the label \( y \) of a data point using the predicted label \( \hat{y} = h(x) \). The predicted label \( \hat{y} \) is obtained from evaluating the hypothesis \( h \in H \) for the feature vector \( x \) of the data point.

The validation error of a hypothesis \( h \), which is its average loss incurred over a validation set.

The empirical risk or average loss incurred by the predictions of hypothesis \( h \) for the data points in the dataset \( D \).

The training error of a hypothesis \( h \), which is its average loss incurred over a training set.

A discrete-time index \( t = 0, 1, \ldots \) used to enumerate a sequence to sequential events (“time instants”).

A generic index used to enumerate a finite set of learning tasks within a multi-task learning problem (see Section 7.6).

A regularization parameter that scales the regularization term in the objective function of structural risk minimization (SRM).

The \( j \)th eigenvalue (sorted either ascending or descending) of a psd matrix \( Q \). We also use the shorthand \( \lambda_j \) if the corresponding matrix is clear from context.

The activation function used by an artificial neuron within an artificial neural network (ANN).
A hypothesis $h$ partitions the feature space into decision regions. A specific decision region $\mathcal{R}_{\hat{y}}$ consists of all feature vectors $\mathbf{x}$ that are mapped to the same predicted label $h(\mathbf{x}) = \hat{y}$ for all $\mathbf{x} \in \mathcal{R}_{\hat{y}}$.

A parameter vector $\mathbf{w} = (w_1, \ldots, w_n)^T$ whose entries are parameters of a model. These parameters could be feature weights in linear maps, the weights in ANNs or the thresholds used for splits in decision trees.

A hypothesis map that involves tunable parameters $w_1, \ldots, w_n$ which are stacked into the vector $\mathbf{w} = (w_1, \ldots, w_n)^T$.

The gradient of a differentiable real-valued function $f : \mathbb{R}^n \rightarrow \mathbb{R}$ is the vector $\nabla f(\mathbf{w}) = (\frac{\partial f}{\partial w_1}, \ldots, \frac{\partial f}{\partial w_n})^T \in \mathbb{R}^n$ \cite{118} Ch. 9.

A feature map that reads in features $\mathbf{x} \in \mathcal{X}$ of a data point and delivers new (transformed) features $\hat{\mathbf{x}} = \phi(\mathbf{x}) \in \mathcal{X}'$. 
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Chapter 1

Introduction

Consider waking up one winter morning in Finland and looking outside the window (see Figure 1.1). It seems to become a nice sunny day which is ideal for a ski trip. To choose the right gear (clothing, wax) it is vital to have some idea for the maximum daytime temperature which is typically reached around early afternoon. If we expect a maximum daytime temperature of around plus 5 degrees, we might not put on the extra warm jacket but rather take only some extra shirt for change.

Figure 1.1: Looking outside the window during the morning of a winter day in Finland.

We can use ML to learn a predictor for the maximum daytime temperature for the specific day depicted in Figure 1.1. The prediction shall be based solely on the minimum temperature observed in the morning of that day. ML methods can learn a predictor in a data-driven fashion using historic weather observations provided by the Finnish Meteorological Institute (FMI). We can download the recordings of minimum and maximum daytime temperature for the most recent days and denote the resulting dataset by

\[ \mathcal{D} = \{z^{(1)}, \ldots, z^{(m)} \}. \]  

(1.1)
Each data point \( z^{(i)} = (x^{(i)}, y^{(i)}) \), for \( i = 1, \ldots, m \), represents some previous day for which the minimum and maximum daytime temperature \( x^{(i)} \) and \( y^{(i)} \) has been recorded. We depict the data (1.1) in Figure 1.2. Each dot in Figure 1.2 represents a specific day with minimum temperature \( x \) and maximum temperature \( y \).

![Figure 1.2](image-url)

Figure 1.2: Each dot represents a specific day that is characterized by its minimum daytime temperature \( x \) as feature and its maximum daytime temperature \( y \) as label. These temperatures are measured at some FMI weather station.

ML methods learn a hypothesis \( h(x) \), that reads in the minimum temperature \( x \) and delivers a prediction (forecast or approximation) \( \hat{y} = h(x) \) for the maximum daytime temperature \( y \). Every practical ML method uses a particular hypothesis space out of which the hypothesis \( h \) is chosen. This hypothesis space of candidates for the hypothesis map is an important design choice and might be based on domain knowledge.

In what follows, we illustrate how to use domain knowledge to motivate a choice for the hypothesis space. Let us assume that the minimum and maximum daytime temperature of an arbitrary day are approximately related via

\[
y \approx w_1 x + w_0 \text{ with some weights } w_1 \in \mathbb{R}_+, w_0 \in \mathbb{R}.
\]  

(1.2)

The assumption (1.2) reflects the intuition (domain knowledge) that the maximum daytime temperature \( y \) should be higher for days with a higher minimum daytime temperature \( x \). The assumption (1.2) contains two weights \( w_1 \) and \( w_0 \). These weights are tuning parameters that allow for some flexibility in our assumption. We require the weight \( w_1 \) to be non-negative.
but otherwise leave these weights unspecified for the time being. The main subject of this book are ML methods that can be used to learn suitable values for the weights $w_1$ and $w_0$ in a data-driven fashion.

Before we detail how ML can be used to find or learn good values for the weights $w_0$ in $w_1$ in (1.2) let us interpret them. The weight $w_1$ in (1.2) can be interpreted as the relative increase in the maximum daytime temperature for an increased minimum daytime temperature. Consider an earlier day with recorded maximum daytime temperature of 10 degrees and minimum daytime temperature of 0 degrees. The assumption (1.2) then means that the maximum daytime temperature for another day with minimum temperature of +1 degrees would be $10 + w_1$ degrees. The second weight $w_0$ in our assumption (1.2) can be interpreted as the maximum daytime temperature that we anticipate for a day with minimum daytime temperature equal to 0.

Given the assumption (1.2), it seems reasonable to restrict the ML method to only consider linear maps

$$h(x) := w_1 x + w_0$$

with some weights $w_1 \in \mathbb{R}_+, w_0 \in \mathbb{R}$. (1.3)

Since we require $w_1 \geq 0$, the map (1.3) is monotonically increasing with respect to the argument $x$. Therefore, the prediction $h(x)$ for the maximum daytime temperature becomes higher with higher minimum daytime temperature $x$.

The expression (1.3) defines a whole ensemble of hypothesis maps. Each individual map corresponding to a particular choice for $w_1 \geq 0$ and $w_0$. We refer to such an ensemble of potential predictor maps as the model or hypothesis space that is used by a ML method.

We say that the map (1.3) is parametrized by the vector $\mathbf{w} = (w_1, w_0)^T$ and indicate this by writing $h(\mathbf{w})$. For a given parameter vector $\mathbf{w} = (w_1, w_0)^T$, we obtain the map $h(\mathbf{w})(x) = w_1 x + w_0$. Figure 1.3 depicts three maps $h(\mathbf{w})$ obtained for three different choices for the parameters $\mathbf{w}$.

ML would be trivial if there is only one single hypothesis. Having only a single hypothesis means that there is no need to try out different hypotheses to find the best one. To enable ML, we need to choose between a whole space of different hypotheses. ML methods are computationally efficient methods to choose (learn) a good hypothesis out of a (typically very large) hypothesis spaces. Note that the hypothesis space constituted by linear maps (1.3) with different weights is already uncountably infinite.

To find, or learn, a good hypothesis out of the set (1.3), we need to somehow assess the quality of a particular hypothesis map. ML methods use a loss function for this purpose. A
loss function is used to quantify the difference between the actual data and the predictions obtained from a hypothesis map (see Figure 1.4). We obtain different ML methods from using different loss functions. One widely-used example of a loss function is the squared error loss \((y - h(x))^2\). The resulting ML method learns a hypothesis from the model (1.3) by tuning \(w_1, w_0\) to minimize the average loss
\[
\frac{1}{m} \sum_{i=1}^{m} (y^{(i)} - h(x^{(i)}))^2.
\]

The above weather prediction is prototypical for many other ML applications. Figure 1 illustrates the typical workflow of a ML method. Starting from some initial guess, ML methods repeatedly improve their current hypothesis based on (new) observed data. At any given point in time, ML methods use the current hypothesis to predict or (forecast) properties of future observations. The discrepancy between the predictions and the actual observations, as measured using some loss function, is used to improve the current hypothesis. Learning happens by improving the current hypothesis based on the discrepancy between its predictions and the actual observations.

ML methods must start with some initial guess or choice for a good hypothesis. This initial guess can be based on some prior knowledge or domain expertise [95]. While the initial guess for a hypothesis might not be made explicit in some ML methods, each method must use such an initial guess. In our weather prediction application discussed above, we used the linear model (1.2) as the initial hypothesis.
Figure 1.4: Each dot represents a specific day characterized by its minimum daytime temperature $x$ and its maximum daytime temperature $y$. We also depict a straight line representing a linear predictor map. A main principle of ML methods is to learn a predictor (or hypothesis) map with minimum discrepancy between predictor map and data points. Different ML methods use different types of predictor maps (hypothesis space) and loss functions to quantify the discrepancy between hypothesis and actual data points.

1.1 Relation to Other Fields

ML builds on concepts from several other scientific fields. Conversely, ML provides important tools for many other scientific fields.

1.1.1 Linear Algebra

Modern ML methods are computationally efficient methods to fit high-dimensional models to large amounts of data. The models underlying state-of-the-art ML methods can contain billions of tunable or learnable parameters. To make ML methods computationally efficient we need to use suitable representations for data and models.

Maybe the most widely used mathematical structure to represent data is the Euclidean space $\mathbb{R}^n$ with some dimension $n \in \mathbb{N}$ [118]. The rich algebraic and geometric structure of $\mathbb{R}^n$ allows us to design ML algorithms that can process vast amounts of data to quickly update a model (parameters). Figure 1.5 depicts the Euclidean space $\mathbb{R}^n$ for $n = 2$, which is used to construct scatterplots.

The scatterplot in Figure 1.2 depicts data points (representing individual days) as vectors
in the Euclidean space $\mathbb{R}^2$. For a given data point, we obtain its associated vector $\mathbf{z} = (x, y)^T$ in $\mathbb{R}^2$ by stacking the minimum daytime temperature $x$ and the maximum daytime temperature $y$ into the vector $\mathbf{z}$ of length two.

We can use the Euclidean space $\mathbb{R}^n$ not only to represent data points but also to represent models for these data points. One such class of models is obtained by linear maps on $\mathbb{R}^n$. Figure 1.3 depicts some examples for such linear maps. We can then use the geometric structure of $\mathbb{R}^n$, defined by the Euclidean norm, to search for the best model. As an example, we could search for the linear model, represented by a straight line, such that the average (Euclidean) distance to the data points in Figure 1.2 is as small as possible (see Figure 1.4). The properties of linear structures are studied within linear algebra [135]. Some important ML methods, such as linear classifier (see Section 3.1) or PCA (see Section 9.2) are direct applications of methods from linear algebra.

### 1.1.2 Optimization

A main design principle for ML methods is the formulation of ML problems as optimization problems [132]. The weather prediction problem above can be formulated as the problem of optimizing (minimizing) the prediction error for the maximum daytime temperature. Many ML methods are obtained by straightforward applications of optimization methods to the optimization problem arising from a ML problem (or application).

The statistical and computational properties of such ML methods can be studied using...
Figure 1.6: (a) A simple optimization problem consists of finding the values of an optimization variable that results in the minimum objective value. (b) ML methods learn (find) a hypothesis by minimizing a (average) loss. This average loss is a noisy version of the ultimate objective. This ultimate objective function is often defined as an expectation whose underlying probability distribution is unknown (see Section 2.3.4).

tools from the theory of optimization. What sets the optimization problems in ML apart from “plain vanilla” optimization problems (see Figure 1.6(a)) is that we rarely have perfect access to the objective function to be minimized. ML methods learn a hypothesis by minimizing a noisy (or even incomplete) version (see Figure 1.6(b)) of the ultimate objective function. The ultimate objective function for ML methods is often defined using an expectation over an unknown probability distribution for data points. Chapter 4 discusses methods that are based on estimating the objective function by empirical averages that are computed over a set of data points (which serve as a training set).

1.1.3 Theoretical Computer Science

Practical ML methods form a specific subclass of computing systems. Indeed, ML methods apply a sequence of computational operations to input data. The result of these computational operations are the predictions delivered to the user of the ML method. The interpretation of ML as computational systems allows to use tools from theoretical computer science to study the feasibility and intrinsic difficulty of ML problems. Even if a ML problem can be solved in theoretical sense, every practical ML method must fit the available computational infrastructure [112, 142].

The available computational resources, such as processor time, memory and communication bandwidth, can vary significantly between different infrastructures. One example for such a computational infrastructure is a single desktop computer. Another example
for a computational infrastructure is a cloud computing service which distributes data and computation over large networks of physical computers [94].

The focus of this book is on ML methods that can be understood as numerical optimization algorithms (see Chapter 4 and 5). Most of these ML methods amount to (a large number of) matrix operations such as matrix multiplication or matrix inversion [46]. Numerical linear algebra provides a vast algorithmic toolbox for the design of such ML methods [135] [134]. The recent success of ML methods in several application domains might be attributed to their efficient use of matrices to represent data and models. Using this representation allows us to implement the resulting ML methods using highly efficient hard- and software implementations for numerical linear algebra [48].

1.1.4 Information Theory

Information theory studies the problem of communication via noisy channels [139] [126] [27] [42]. Figure 1.7 depicts the most simple communication problem that consists of an information source that wishes communicate a message $m$ over an imperfect (or noisy) channel to a receiver. The receiver tries to reconstruct (or learn) the original message based solely on the noisy channel output. Two main goals of information theory are (i) the characterization of conditions that allow reliable, i.e., nearly error-free, communication and (ii) the design of efficient transmitter (coding and modulation) and receiver (demodulation and decoding) methods.

It turns out that many concepts from information theory are very useful for the analysis and design of ML methods. As a point in case, Chapter 10 discusses the application of information-theoretic concepts to the design of explainable ML methods. On a more fundamental level, we can identify two core communication problems that arise within ML. These communication problems correspond, respectively, to the inference (making a prediction) and the learning (adjusting or improving the current hypothesis) step of a ML method (see Figure 1).

We can interpret the inference step of ML as the problem of decoding the true label of a data point for which we only know its features. This communication problem is depicted in Figure 1.7(b). Here the message to be communicated is the true label of a random data point. This data point is “communicated” over a channel that only passes through its features. The inference step within a ML method then tries to decode the original message (true label) from the channel output (features) resulting in the predicted label. A recent line of work used this communication problem to study deep learning methods [139].
Figure 1.7: (a) A basic communication system involves an information source that emits a message $m$. The message is processed by some transmitter and passed through a noisy channel. The receiver tries to recover the original message $m$ by computing the decoded message $\hat{m}$. (b) The inference step of ML (see Figure 1) corresponds to a communication problem with an information source emitting a data point with features $x$ and label $y$. The ML method receives the features $x$ and, in an effort to recover the true label $y$, computes the predicted label $\hat{y}$. (c) The learning or adaptation step of ML (see Figure 1) solves a communication problem with some source that selects a true (but unknown) hypothesis $h^*$ as the message. The message is passed through an abstract channel that outputs a set $D$ of labeled data points which are used as the training set by an ML method. The ML method tries to decode the true hypothesis resulting in the learnt the hypothesis $\hat{h}$. 
A second core communication problem of ML corresponds to the problem of learning (or adjusting) a hypothesis (see Figure 1.7(c)). In this problem, the source selects some “true” hypothesis as message. This message is then communicated to an abstract channel that models the data generation process. The output of this abstract channel are data points in a training set \( D \) (see Chapter 4). The learning step of a ML method, such as empirical risk minimization (ERM) of Chapter 4, then amounts to the decoding of the message (true hypothesis) based on the channel output (training set). There is significant line or research that uses the communication problem in Figure 1.7(c) to characterize the fundamental limits of ML problems and methods such as the minimum required number of training data points that makes learning feasible [154, 151, 121, 140, 70].

The relevance of information theoretic concepts and methods for ML is boosted by the recent trend towards distributed or federated ML [92, 129, 123, 122]. We can interpret federated learning (FL) applications as a specific type of network communication problems [42]. In particular, we can apply network coding techniques to the design and analysis of FL methods [42].

1.1.5 Probability Theory and Statistics

Consider the data points \( z^{(1)}, \ldots, z^{(m)} \) depicted in Figure 1.2. Each data point represents some previous day that is characterized by its minimum and maximum daytime temperature as measured at a specific FMI weather observation station. It might be useful to interpret these data points as realizations of independent and identically distributed (iid) RVs with common (but typically unknown) probability distribution \( p(z) \). Figure 1.8 extends the scatterplot in Figure 1.2 by adding a contour line of the underlying probability distribution \( p(z) \) [9].

Probability theory offers principled methods for estimating a probability distribution from a set of data points (see Section 3.12). Let us assume we know (an estimate of) the (joint) probability distribution \( p(z) \) of features and label of a data point \( z = (x, y) \). A principled approach to predict the label value of a data point with features \( x \) is based on evaluating the conditional probability distribution \( p(y = \hat{y} | x) \). The conditional probability distribution \( p(\hat{y} = y | x) \) quantifies how likely it is that \( \hat{y} \) is the actual label value of a data point. We can evaluate the quantity \( p(\hat{y} = y | x) \) for any candidate value \( \hat{y} \) as soon as we know the features \( x \) of this data point.

Depending on the performance criterion or loss function, the optimal prediction \( \hat{y} \) is either given by the mode of \( p(\hat{y} = y | x) \) its mean or some other characteristic value. It is important to
note that this probabilistic approach not only provides a specific prediction (point-estimate) but an entire distribution \( p(\hat{y} = y|x) \) over possible predictions. This distribution allows to construct confidence measures, such as the variance, that can be provided along with the prediction.

Having a probabilistic model, in the form of a probability distribution \( p(z) \), for the data arising in an ML application not only allows us to compute predictions for labels of data points. We can also use \( p(z) \) to augment the available dataset by randomly drawing (generating) new data points from \( p(z) \) (see Section 7.3). ML methods that rely on a probabilistic model for data are sometimes referred to as generative methods. A recently popularized class of generative methods, that uses models obtained from ANN, is known as generative adversarial networks [49].

![Figure 1.8: Each dot represents a data point \( z = (x, y) \) that is characterized by a numeric feature \( x \) and a numeric label \( y \). We also indicate a contour-line of a probability distribution \( p(z) \) that could be used to interpret data points as realizations of iid RVs with common probability distribution \( p(z) \).](image)

### 1.1.6 Artificial Intelligence

ML theory and methods are instrumental for the analysis and design of artificial intelligence (AI) [120]. An AI system, typically referred to as an agent, interacts with its environment by executing (choosing between different) actions. These actions influence the environment as well as the state of the AI agent. The behaviour of an AI system is determined by how the perceptions made about the environment are used to form the next action.
From an engineering point of view, AI aims at optimizing behaviour to maximize a long-term return. The optimization of behaviour is based solely on the perceptions made by the agent. Let us consider some application domains where AI systems can be used:

- a forest fire management system: perceptions given by satellite images and local observations using sensors or “crowd sensing” via some mobile application which allows humans to notify about relevant events; actions amount to issuing warnings and bans of open fire; return is the reduction of number of forest fires.

- a control unit for combustion engines: perceptions given by various measurements such as temperature, fuel consistency; actions amount to varying fuel feed and timing and the amount of recycled exhaust gas; return is measured in reduction of emissions.

- a severe weather warning service: perceptions given by weather radar; actions are preventive measures taken by farmers or power grid operators; return is measured by savings in damage costs (see [https://www.munichre.com/](https://www.munichre.com/))

- an automated benefit application system for the Finnish social insurance institute (“Kela”): perceptions given by information about application and applicant; actions are either to accept or to reject the application along with a justification for the decision; return is measured in reduction of processing time (applicants tend to prefer getting decisions quickly)

- a personal diet assistant: perceived environment is the food preferences of the app user and their health condition; actions amount to personalized suggestions for healthy and tasty food; return is the increase in well-being or the reduction in public spending for health-care.

- the cleaning robot Rumba (see Figure 1.9) perceives its environment using different sensors (distance sensors, on-board camera); actions amount to choosing different moving directions (“north”, “south”, “east”, “west”); return might be the amount of cleaned floor area within a particular time period.

- personal health assistant: perceptions given by current health condition (blood values, weight, . . .), lifestyle (preferred food, exercise plan); actions amount to personalized suggestions for changing lifestyle habits (less meat, more walking, . . .); return is measured via the level of well-being (or the reduction in public spending for health-care).
• a government-system for a country: perceived environment is constituted by current economic and demographic indicators such as unemployment rate, budget deficit, age distribution, ...; actions involve the design of tax and employment laws, public investment in infrastructure, organization of health-care system; return might be determined by the gross domestic product, the budget deficit or the gross national happiness (cf. [https://en.wikipedia.org/wiki/Gross_National_Happiness](https://en.wikipedia.org/wiki/Gross_National_Happiness)).

Figure 1.9: A cleaning robot chooses actions (moving directions) to maximize a long-term reward measured by the amount of cleaned floor area per day.

ML methods are used on different levels by an AI agent. On a lower level, ML methods help to extract the relevant information from raw data. ML methods are used to classify images into different categories which are then used an input for higher level functions of the AI agent.

ML methods are also used for higher level tasks of an AI agent. To behave optimally, an agent is required to learn a good hypothesis for how its behaviour affects its environment. We can think of optimal behaviour as a consequent choice of actions that might be predicted by ML methods.

What sets AI applications apart from more traditional ML application is that there is an strong interaction between ML method and the data generation process. Indeed, AI agents use the predictions of an ML method to select its next action which, in turn, influences the environment which generates new data points. The ML subfield of active learning studies methods that can influence the data generation [25].

Another characteristic of AI applications is that they typically allow ML methods to evaluate the quality of a hypothesis only in hindsight. Within a basic (supervised) ML application it is possible for a ML method to try out many different hypotheses on the same data point. These different hypotheses are then scored by their discrepancies with a known
correct predictions. In contrast to such passive ML applications, AI applications involve data points for which it is infeasible to determine the correct predictions.

Let us illustrate the above differences between ML and AI applications with the help of a self-driving toy car. The toy-car is equipped with a small onboard computer, camera, sensors and actors that allow to define the steering direction. Our goal is to program the onboard computer such that it implements an AI agent that optimally steers the toy-car. This AI application involves data points that represent the different (temporal) states of the toy car during its ride. We use a ML method to predict the optimal steering direction for the current state. The prediction for the optimal steering angle is obtained by a hypothesis map that reads a snapshot form an on-board camera. Since these predictions are used to actually steer the car, they influence the future data points (states) that will be obtained.

Note that we typically do not know the actual optimal steering direction for each possible state of the car. It is infeasible to let the toy car roam around along any possible path and then manually label each on-board camera snapshot with the optimal steering direction (see Figure 1.12). The usefulness of a prediction can be measured only in an indirect fashion by using some form of reward signal. Such a reward signal could be obtained from a distance sensor that allows to determine if the toy car reduced the distance to a target location.

1.2 Flavours of Machine Learning

ML methods read in data points which are generated within some application domain. An individual data point is characterized by various properties. We find it convenient to divide the properties of data points into two groups: features and labels (see Chapter 2.1). Features are properties that we measure or compute easily in an automated fashion. Labels are properties that cannot be measured easily and often represent some higher level fact (or quantity of interest) whose discovery often requires human experts.

Roughly speaking, ML aims at learning to predict (approximating or guessing) the label of a data point based solely on the features of this data point. Formally, the prediction is obtained as the function value of a hypothesis map whose input argument are the features of a data point. Since any ML method must be implemented with finite computational resources, it can only consider a subset of all possible hypothesis maps. This subset is referred to as the hypothesis space or model underlying a ML method. Based on how ML methods assess the quality of different hypothesis maps we distinguish three main flavours of ML: supervised, unsupervised and reinforcement learning.
1.2.1 Supervised Learning

The main focus of this book is on supervised ML methods. These methods use a training set that consists of labeled data points (for which we know the correct label values). We refer to a data point as labeled if its label value is known. Labeled data points might be obtained from human experts that annotate (“label”) data points with their label values. There are marketplaces for renting human labelling workforce [131]. Supervised ML searches for a hypothesis that can imitate the human annotator and allows to predict the label solely from the features of a data point.

Figure 1.10 illustrates the basic principle of supervised ML methods. These methods learn a hypothesis with minimum discrepancy between its predictions and the true labels of the data points in the training set. Loosely speaking, supervised ML fits a curve (the graph of the predictor map) to labeled data points in a training set. For the actual implementing of this curve fitting we need a loss function that quantifies the fitting error. Supervised ML method differ in their choice for a loss function to measure the discrepancy between predicted label and true label of a data point.

While the principle behind supervised ML sounds trivial, the challenge of modern ML applications is the sheer amount of data points and their complexity. ML methods must process billions of data points with each single data points characterized by a potentially vast number of features. Consider data points representing social network users, whose features include all media that has been posted (videos, images, text). Besides the size and complexity of datasets, another challenge for modern ML methods is that they must be able to fit highly non-linear predictor maps. Deep learning methods address this challenge by using a computationally convenient representation of non-linear maps via artificial neural networks [48].

1.2.2 Unsupervised Learning

Some ML methods do not require knowing the label value of any data point and are therefore referred to as unsupervised ML methods. Unsupervised methods must rely solely on the intrinsic structure of data points to learn a good hypothesis. Thus, unsupervised methods do not need a teacher or domain expert who provides labels for data points (used to form a training set). Chapters 8 and 9 discuss two large families of unsupervised methods, referred to as clustering and feature learning methods.

Clustering methods group data points into few subsets or cluster. The data points within
the same cluster should be more similar with each other than with data points outside the cluster (see Figure 1.11). Feature learning methods determine numeric features such that data points can be processed efficiently using these features. Two important applications of feature learning are dimensionality reduction and data visualization.

1.2.3 Reinforcement Learning

In general, ML methods use a loss function to evaluate and compare different hypotheses. The loss function assigns a (typically non-negative) loss value to a pair of a data point and a hypothesis. ML methods search for a hypothesis, out of (typically large) hypothesis space, that incurs minimum loss for any data point. Reinforcement learning (RL) studies applications where the predictions obtained by a hypothesis influences the generation of future data points. RL applications involve data points that represent the states of a programmable system (an AI agent) at different time instants. The label of such a data point has the meaning of an optimal action that the agent should take in a given state. Similar to unsupervised ML, RL methods often must learn a hypothesis without having access to any labeled data point.

In stark contrast to supervised and unsupervised ML methods, RL methods cannot evaluate the loss function for different choices of a hypothesis. Consider a RL method that has to predict the optimal steering angle of a car. Naturally, we can only evaluate the usefulness specific combination of predicted label (steering angle) and the current state of the car. It is impossible to try out two different hypotheses at the same time as the car cannot follow
two different steering angles (obtained by the two hypotheses) at the same time.

Mathematically speaking, RL methods can evaluate the loss function only point-wise for the current hypothesis that has been used to obtain the most recent prediction. These point-wise evaluations of the loss function are typically implemented by using some reward signal \[136\]. Such a reward signal might be obtained from a sensing device and allows to quantify the usefulness of the current hypothesis.

One important application domain for RL methods is autonomous driving (see Figure 1.12). Consider data points that represent individual time instants \(t = 0, 1, \ldots\) during a car ride. The features of the \(t\)th data point are the pixel intensities of an on-board camera snapshot taken at time \(t\). The label of this data point is the optimal steering direction at time \(t\) to maximize the distance between the car and any obstacle. We could use a ML method to learn hypothesis for predicting the optimal steering direction solely from the pixel intensities in the on-board camera snapshot. The loss incurred by a particular hypothesis is determined from the measurement of a distance sensor after the car moved along the predicted direction. We can evaluate the loss only for the hypothesis that has actually been used to predict the optimal steering direction. It is impossible to evaluate the loss for other predictions of the optimal steering direction since the car already moved on.

Figure 1.11: Clustering methods learn to predict the cluster (or group) assignments of data points based solely on their features. Chapter 8 discusses clustering methods that are unsupervised in the sense of not requiring the knowledge of the true cluster assignment of any data point.
Figure 1.12: Autonomous driving requires to predict the optimal steering direction (label) based on an on-board camera snapshot (features) in each time instant. RL methods sequentially adjust a hypothesis for predicting the steering direction from the snapshot. The quality of the current hypothesis is evaluated by the measurement of a distance sensor (to avoid collisions with obstacles).

### 1.3 Organization of this Book

Chapter 2 introduces the notions of data, a model and a loss function as the three main components of ML. We will also highlight some of the computational and statistical aspects that might guide the design choices arising for these three components. A guiding theme of this book is the depiction of ML methods as combinations of specific design choices for data representation, the model and the loss function. Put differently, we aim at mapping out the vast landscape of ML methods in an abstract three-dimensional space spanned by the three dimensions: data, model and loss.

Chapter 3 details how several well-known ML methods are obtained by specific design choices for data (representation), model and loss function. Examples range from basic linear regression (see Section 3.1) via support vector machine (SVM) (see Section 3.7) to deep reinforcement learning (see Section 3.14).

Chapter 4 discusses a principle approach to combine the three components within a practical ML method. In particular, Chapter 4 explains how a simple probabilistic model for data lends naturally to the principle of ERM. This principle translates the problem of learning into an optimization problem. ML methods based on the ERM are therefore a special class of optimization methods. The ERM principle can be interpreted as a precise mathematical formulation of the “learning by trial and error” paradigm.

Chapter 5 discusses a family of iterative methods for solving the ERM problem introduced in Chapter 4. These methods use the concept of a gradient to locally approximate the objective function used in ERM. Gradient-based methods are widely used within deep...
learning methods to learn useful weights for large ANN (see Section 3.11 and [48]).

The ERM principle of Chapter 4 requires a hypothesis to accurately predict the labels of data points in a training set. However, the ultimate goal of ML is to learn a hypothesis that delivers accurate predictions for any data point and not only the training set. Chapter 9 discusses some basic validation techniques that allow to probe a hypothesis outside the training set that has been used to learn (optimize) this hypothesis via ERM. Validation techniques are instrumental for model selection, i.e., to choose the best model from a given set of candidate models. Chapter 7 presents regularization techniques that aim at replacing the training error of a candidate hypothesis with an estimate (or approximation) of its average loss incurred for data points outside the training set.

The focus of Chapters 3 - 7 is on supervised ML methods that require a training set of labeled data points. Chapters 8 and 9 are devoted to unsupervised ML methods which do not require any labeled data. Chapter 8 discusses clustering methods that partition data points into coherent groups which are referred to as clusters. Chapter 9 discusses methods that automatically determine the most relevant characteristics (or features) of a data point. This chapter also highlights the importance of using only the most relevant features of a data point, and to avoid irrelevant features, to reduce computational complexity and improve the accuracy of ML methods (such as those discussed in Chapter 3).

The success of ML methods becomes increasingly dependent on their explainability or transparency for the user of the ML method [54, 91]. The explainability of a ML method and its predictions typically depends on the background knowledge of the user which might vary significantly. Chapter 10 discusses two different approaches to obtain personalized explainable ML. These techniques use a feedback signal, which is provided for the data points in a training set, to either compute personalized explanations for a given ML method or to choose models that are intrinsically explainable to a specific user.

**Prerequisites.** We assume familiarity with basic notions and concepts of linear algebra, real analysis, and probability theory [135, 118]. For a brief review of those concepts, we recommend [48, Chapter 2-4] and the references therein. A main goal of this book is to develop the basic ideas and principles behind ML methods using a minimum of probability theory. However, some rudimentary knowledge about the concept of expectations, probability density function of a continuous (real-valued) RV and probability mass function of a discrete RV is helpful [9, 50].
Chapter 2

Three Components of ML

Figure 2.1: ML methods fit a model to data via minimizing a loss function (see Figure 1). We obtain a variety of ML methods from different design choices for the model, loss function and data representation (see Chapter 3). A principled approach to combine these three components is ERM (see Chapter 4).

This book portrays ML as combinations of three components as depicted in Figure 2.1 These components are

- data as collections of individual data points that are characterized by features (see Section 2.1.1) and labels (see Section 2.1.2)
- a model or hypothesis space that consists of computationally feasible hypothesis maps from feature space to label space (see Section 2.2)
- a loss function (see Section 2.3) to measure the quality of a hypothesis map.
A ML problem involves specific design choices for data points, its features and labels, the hypothesis space and the loss function to measure the quality of a particular hypothesis. Similar to ML problems (or applications), we can also characterize ML methods as combinations of these three components. This chapter discusses in some depth each of the above ML components and their combination within some widely-used ML methods [111].

We detail in Chapter 3 how some of the most popular ML methods, including linear regression (see Section 3.1) as well as deep learning methods (see Section 3.11), are obtained by specific design choices for the three components. Chapter 4 will then introduce ERM as a main principle for how to operationally combine the individual ML components. Within the ERM principle, ML problems become optimization problems and ML methods become optimization methods.

2.1 The Data

**Data as Collections of Data points.** Maybe the most important component of any ML problem (and method) is data. We consider data as collections of individual data points which are atomic units of “information containers”. Data points can represent text documents, signal samples of time series generated by sensors, entire time series generated by collections of sensors, frames within a single video, random variables, videos within a movie database, cows within a herd, trees within a forest, or forests within a collection of forests. Mountain hikers might be interested in data points that represent different hiking tours (see Figure 2.2).

![Figure 2.2: A snapshot taken at the beginning of a mountain hike.](image)

We use the concept of data points in a very abstract and therefore highly flexible manner.
Data points can represent very different types of objects that arise in fundamentally different application domains. For an image processing application it might be useful to define data points as images. When developing a recommendation system we might define data points to represent customers. In the development of new drugs we might use data points to represent different diseases. Ultimately, the choice or definition of data points is a design choice. We might refer to the task of finding a useful definition of data points as “data point engineering”.

One practical requirement for a useful definition of data points is that we should have access to many of them. Many ML methods construct estimates for a quantity of interest (such as a prediction or forecast) by averaging over a set of reference (or training) data points. These estimates become more accurate for an increasing number of data points used for computing the average. A key property of a dataset is the number \( m \) of individual data points it contains. The number of data points within a dataset is also referred to as the sample size. From a statistical point of view, the larger the sample size \( m \) the better. However, there might be restrictions on computational resources (such as memory size) that limit the maximum sample size \( m \) that can be processed.

For most applications, it is impossible to have full access to every single microscopic property of a data point. Consider a data point that represents a vaccine. A full characterization of such a data point would require to specify its chemical composition down to level of molecules and atoms. Moreover, there are properties of a vaccine that depend on the patient who received the vaccine.

We find it useful to distinguish between two different groups of properties of a data point. The first group of properties is referred to as features and the second group of properties is referred to as labels. Roughly speaking, features are low-level properties of a data point that can be measured or computed easily in an automated fashion. In contrast, labels are high-level properties of a data points that represent some quantity of interest. Determining the label value of a data point often requires human labour, e.g., a domain expert who has to examine the data point. Some widely used synonyms for features are “covariate”, “explanatory variable”, “independent variable”, “input (variable)”, “predictor (variable)” or “regressor” \[52\, 30\, 38\]. Some widely used synonyms for the label of a data point are ”response variable”, “output variable” or ”target” \[52\, 30\, 38\].

We will discuss the concepts of features and labels in somewhat more detail in Sections 2.1.1 and 2.1.2. However, we would like to point out that the distinction between features and labels is blurry. The same property of a data point might be used as a feature in one
application, while it might be used as a label in another application. Let us illustrate this blurry distinction between features and labels using the problem of missing data.

Assume we have a list of data points each of which is characterized by several properties that could be measured easily in principles (by sensors). These properties would be first candidates for being used as features of the data points. However, some of these properties are unknown (missing) for a small set of data points (e.g., due to broken sensors). We could then define the properties which are missing for some data points as labels and try to predict these labels using the remaining properties (which are known for all data points) as features. The task of determining missing values of properties that could be measured easily in principle is referred to as imputation [1].

Missing data might also arise in image processing applications. Consider data points being images (snapshots) generated by a smartphone camera. Maybe the most intuitive choice for the features of a (bitmap) image are the colour intensities for each pixel (see Figure 2.5). Due to hardware failures some of the image pixels might be corrupted or (their colour intensities) even completely missing. We could then try to use to learn to predict the colour intensities of a pixel based on the colour intensities of the neighbouring pixels. To this end, we might define new data points as small rectangular regions (patches) of the image and use the colour intensity of the centre pixel (“target pixel”) as the label of such a patch.

Figure 2.3 illustrates two key properties of a dataset. The first property is the sample size \( m \), i.e., the number of individual data points that constitute the dataset. The second key property of is the number \( n \) of features that are used to characterize an individual data point. The behaviour of ML methods often depends crucially on the ratio \( m/n \). The performance of ML methods typically improves with increasing \( m/n \). As a rule of thumb, we should use datasets for which \( m/n \gg 1 \). We will make the informal condition \( m/n \gg 1 \) more precise in Chapter 6.

### 2.1.1 Features

Similar to the choice (or definition) of data points with an ML application, also the choice of which properties to be used as their features is a design choice. In general, features are (low-level) properties of a data point that can be computed or measured easily. This is obviously a highly informal characterization since there is no universal criterion for the difficulty of computing or measuring a specific property of data points. The task of choosing which properties to use as features of data points might be the most challenging part in the
application of ML methods. Chapter 9 discusses feature learning methods that automate (to some extend) the construction of good features.

In some application domains there is a rather natural choice for the features of a data point. For data points representing audio recording (of a given duration) we might use the signal amplitudes at regular sampling instants (e.g., using sampling frequency 44 kHz) as features. For data points representing images it seems natural to use the colour (red, green and blue) intensity levels of each pixel as a feature (see Figure 2.5).

The feature construction for images depicted in Figure 2.5 can be extended to other types of data points as long as they can be visualized efficiently [10]. Audio recordings are typically available a sequence of signal amplitudes \( a_t \) collected regularly at time instants \( t = 1, \ldots, n \) with sampling frequency \( \approx 44 \text{ kHz} \). From a signal processing perspective, it seems natural to directly use the signal amplitudes as features, \( x_j = a_j \) for \( j = 1, \ldots, n \). However, another choice for the features would be the pixel RGB values of some visualization of the audio recording.

Figure 2.4 depicts two possible visualizations of an audio signal. The first visualization is obtained from a line plot of the signal amplitudes as a function of time \( t \). Another visualization of an audio recording is obtained from an intensity plot of its spectrogram [13, 89]. We can then use the pixel RGB intensities of these visualizations as the features for an audio recording. Using this trick we can transform any ML method for image data to an ML method for audio data. We can use the scatterplot of a data set to use ML methods for

<table>
<thead>
<tr>
<th>Year</th>
<th>m</th>
<th>d</th>
<th>Time</th>
<th>precp</th>
<th>snow</th>
<th>airtmp</th>
<th>mintmp</th>
<th>maxtmp</th>
</tr>
</thead>
<tbody>
<tr>
<td>2020</td>
<td>1</td>
<td>2</td>
<td>00:00</td>
<td>0.4</td>
<td>55</td>
<td>2.5</td>
<td>-2</td>
<td>4.5</td>
</tr>
<tr>
<td>2020</td>
<td>1</td>
<td>3</td>
<td>00:00</td>
<td>1.6</td>
<td>53</td>
<td>0.8</td>
<td>-0.8</td>
<td>4.6</td>
</tr>
<tr>
<td>2020</td>
<td>1</td>
<td>4</td>
<td>00:00</td>
<td>0.1</td>
<td>51</td>
<td>-5.8</td>
<td>-11.1</td>
<td>-0.7</td>
</tr>
<tr>
<td>2020</td>
<td>1</td>
<td>5</td>
<td>00:00</td>
<td>1.9</td>
<td>52</td>
<td>-13.5</td>
<td>-19.1</td>
<td>-4.6</td>
</tr>
<tr>
<td>2020</td>
<td>1</td>
<td>6</td>
<td>00:00</td>
<td>0.6</td>
<td>52</td>
<td>-2.4</td>
<td>-11.4</td>
<td>-1</td>
</tr>
<tr>
<td>2020</td>
<td>1</td>
<td>7</td>
<td>00:00</td>
<td>4.1</td>
<td>52</td>
<td>0.4</td>
<td>-2</td>
<td>1.3</td>
</tr>
</tbody>
</table>
Figure 2.4: Two visualizations of a data point that represents an audio recording. The left figure shows a line plot of the audio signal amplitudes. The right figure shows a spectogram of the audio recording.

image segmentation to cluster the dataset (see Chapter 8).

Many important ML application domains generate data points that are characterized by several numeric features $x_1, \ldots, x_n$. We represent numeric features by real numbers $x_1, \ldots, x_n \in \mathbb{R}$ which might seem impractical. Indeed, digital computers cannot store a real number exactly as this would require an infinite number of bits. However, numeric linear algebra soft- and hardware allows to approximate real numbers with sufficient accuracy.

The majority of ML methods discussed in this book assume that data points are characterized by real-valued features. Section 9.3 discusses methods for constructing numeric features of data points whose natural representation is non-numeric.

We assume that data points arising in a given ML application are characterized by the same number $n$ of individual features $x_1, \ldots, x_n$. It is convenient to stack the individual features of a data point into a single feature vector $\mathbf{x} = (x_1, \ldots, x_n)^T$.

Each data point is then characterized by its feature vector $\mathbf{x}$. Note that stacking the features of a data point into a column vector $\mathbf{x}$ is pure convention. We could also arrange the features as a row vector or even as a matrix, which might be even more natural for features obtained by the pixels of an image (see Figure 2.5).

We refer to the set of possible feature vectors of data points arising in some ML appli-
If the snapshot $\mathbf{z}^{(i)}$ is stored as a $512 \times 512$ RGB bitmap, we could use as features $\mathbf{x}^{(i)} \in \mathbb{R}^n$ the red-, green- and blue component of each pixel in the snapshot. The length of the feature vector would then be $n = 3 \times 512 \times 512 \approx 786000$.

The feature space is a design choice as it depends on what properties of a data point we use as its features. This design choice should take into account the statistical properties of the data as well as the available computational infrastructure. If the computational infrastructure allows for efficient numerical linear algebra, then using $\mathcal{X} = \mathbb{R}^n$ might be a good choice.

The Euclidean space $\mathbb{R}^n$ is an example of a feature space with a rich geometric and algebraic structure [118]. The algebraic structure of $\mathbb{R}^n$ is defined by vector addition and multiplication of vectors with scalars. The geometric structure of $\mathbb{R}^n$ is obtained by the Euclidean norm as a measure for the distance between two elements of $\mathbb{R}^n$. The algebraic and geometric structure of $\mathbb{R}^n$ often enables an efficient search over $\mathbb{R}^n$ to find elements with desired properties. Chapter 4.3 discusses examples of such search problems in the context of learning an optimal hypothesis.

Modern information-technology, including smartphones or wearables, allows us to measure a huge number of properties about data points in many application domains. Consider a data point representing the book author “Alex Jung”. Alex uses a smartphone to take roughly five snapshots per day (sometimes more, e.g., during a mountain hike) resulting in more than 1000 snapshots per year. Each snapshot contains around $10^6$ pixels whose greyscale levels we can use as features of the data point. This results in more than $10^9$...
As indicated above, many important ML applications involve data points represented by very long feature vectors. To process such high-dimensional data, modern ML methods rely on concepts from high-dimensional statistics [17, 150]. One such concept from high-dimensional statistics is the notion of sparsity. Section 3.4 discusses methods that exploit the tendency of high-dimensional data points, which are characterized by a large number $n$ of features, to concentrate near low-dimensional subspaces in the feature space [146].

At first sight it might seem that “the more features the better” since using more features might convey more relevant information to achieve the overall goal. However, as we discuss in Chapter 7, it can be detrimental for the performance of ML methods to use an excessive amount of (irrelevant) features. Computationally, using too many features might result in prohibitive computational resource requirements (such as processing time). Statistically, each additional feature typically introduces an additional amount of noise (due to measurement or modelling errors) which is harmful for the accuracy of the ML method.

It is difficult to give a precise and broadly applicable characterization of the maximum number of features that should be used to characterize the data points. As a rule of thumb, the number $m$ of (labeled) data points used to train a ML method should be much larger than the number $n$ of numeric features (see Figure 2.3). The informal condition $m/n \gg 1$ can be ensured by either collecting a sufficiently large number $m$ of data points or by using a sufficiently small number $n$ of features. We next discuss implementations for each of these two complementary approaches.

The acquisition of (labeled) data points might be costly, requiring human expert labour. Instead of collecting more raw data, it might be more efficient to generate new artificial (synthetic) data via data augmentation techniques. Section 7.3 shows how intrinsic symmetries in the data can be used to augment the raw data with synthetic data. As an example for an intrinsic symmetry of data, consider data points being images. We assign each image the label $y = 1$ if it shows a cat and $y = -1$ otherwise. For each image with known label we can generate several augmented (additional) images with the same label. These additional images might be obtained by simple image transformation such as rotations or re-scaling (zoom-in or zoom-out) that do not change the depicted objects (the meaning of the image). Chapter 7 shows that some basic regularization techniques can be interpreted as an implicit form of data augmentation.

The informal condition $m/n \gg 1$ can also be ensured by reducing the number $n$ of features used to characterize data points. In some applications, we might use some domain
knowledge to choose the most relevant features. For other applications, it might be difficult to tell which quantities are the best choice for features. Chapter 9 discusses methods that learn, based on some given dataset, to determine a small number of relevant features of data points.

Beside the available computational infrastructure, also the statistical properties of datasets must be taken into account for the choices of the feature space. The linear algebraic structure of $\mathbb{R}^n$ allows us to efficiently represent and approximate datasets that are well aligned along linear subspaces. Section 9.2 discusses a basic method to optimally approximate datasets by linear subspaces of a given dimension. The geometric structure of $\mathbb{R}^n$ is also used in Chapter 8 to decompose a dataset into few groups or clusters that consist of similar data points.

Throughout this book we will mainly use the feature space $\mathbb{R}^n$ with dimension $n$ being the number of features of a data point. This feature space has proven useful in many ML applications due to availability of efficient soft- and hardware for numerical linear algebra. Moreover, the algebraic and geometric structure of $\mathbb{R}^n$ reflect the intrinsic structure of data arising in many important application domains. This should not be too surprising as the Euclidean space has evolved as a useful mathematical abstraction of physical phenomena [76].

In general there is no mathematically correct choice for which properties of a data point to be used as its features. Most application domains allow for some design freedom in the choice of features. Let us illustrate this design freedom with a personalized health-care applications. This application involves data points that represent audio recordings with the fixed duration of three seconds. These recordings are obtained via smartphone microphones and used to detect coughing [6].

2.1.2 Labels

Besides its features, a data point might have a different kind of properties. These properties represent a higher-level fact or quantity of interest that is associated with the data point. We refer to such properties of a data point as its label (or “output” or “target”) and typically denote it by $y$ (if it is a single number) or by $\mathbf{y}$ (if it is a vector of different label values, such as in multi-label classification). We refer to the set of all possible label values of data points arising in a ML application is the label space $\mathcal{Y}$. In general, determining the label of a data point is more difficult (to automate) compared to determining its features. Many ML methods revolve around finding efficient ways to predict (estimate or approximate) the label of a data point based solely on its features.
The distinction of data point properties into labels and features is blurry. Roughly speaking, labels are properties of data points that might only be determined with the help of human experts. For data points representing humans we could define its label \( y \) as an indicator if the person has flu \((y = 1)\) or not \((y = 0)\). This label value can typically only be determined by a physician. However, in another application we might have enough resources to determine the flu status of any person of interest and could use it as a feature that characterizes a person.

Consider a data point that represents a hike, at the start of which the snapshot in Figure 2.2 has been taken. The features of this data point could be the red, green and blue (RGB) intensities of each pixel in the snapshot in Figure 2.2. We stack these RGB values into a vector \( \mathbf{x} \in \mathbb{R}^n \) whose length \( n \) is three times the number of pixels in the image. The label \( y \) associated with a data point (a hike) could be the expected hiking time to reach the mountain in the snapshot. Alternatively, we could define the label \( y \) as the water temperature of the lake that is depicted in the snapshot.

**Numeric Labels - Regression.** For a given ML application, the label space \( \mathcal{Y} \) contains all possible label values of data points. In general, the label space is not just a set of different elements but also equipped (algebraic or geometric) structure. To obtain efficient ML methods, we should exploit such structure. Maybe the most prominent example for such a structured label space are the real numbers \( \mathcal{Y} = \mathbb{R} \). This label space is useful for ML applications involving data points with numeric labels that can be modelled by real numbers. ML methods that aim at predicting a numeric label are referred to as regression methods.

**Categorical Labels - Classification.** Many important ML applications involve data points whose label indicate the category or class to which data points belongs to. ML methods that aim at predicting such categorical labels are referred to as classification methods. Examples for classification problems include the diagnosis of tumours as benign or maleficent, the classification of persons into age groups or detecting the current floor conditions ("grass", "tiles" or "soil") for a mower robot.

The most simple type of a classification problems is a binary classification problem. Within binary classification, each data point belongs to exactly one out of two different classes. Thus, the label of a data point takes on values from a set that contains two different elements such as \( \{0, 1\} \) or \( \{-1, 1\} \) or \{“shows cat”, “shows no cat”\}.

We speak of a multi-class classification problem if data points belong to exactly one out of more than two categories (e.g., image categories “no cat shown” vs. “one cat shown” and “more than one cat shown”). If there are \( K \) different categories we might use the label
values \{1, 2, \ldots, K\}.

There are also applications where data points can belong to several categories simultaneously. For example, an image can be cat image and a dog image at the same time if it contains a dog and a cat. Multi-label classification problems and methods use several labels \(y_1, y_2, \ldots\), for different categories to which a data point can belong to. The label \(y_j\) represents the \(j\)th category and its value is \(y_j = 1\) if the data point belongs to the \(j\)-th category and \(y_j = 0\) if not.

**Ordinal Labels.** Ordinal label values are somewhat in between numeric and categorical labels. Similar to categorical labels, ordinal labels take on values from a finite set. Moreover, similar to numeric labels, ordinal labels take on values from an ordered set. For an example for such an ordered label space, consider data points representing rectangular areas of size 1 km by 1 km. The features \(x\) of such a data point can be obtained by stacking the RGB pixel values of a satellite image depicting that area (see Figure 2.5). Beside the feature vector, each rectangular area is characterized by a label \(y \in \{1, 2, 3\}\) where

- \(y = 1\) means that the area contains no trees.
- \(y = 2\) means that the area is partially covered by trees.
- \(y = 3\) means that the are is entirely covered by trees.

Thus we might say that label value \(y = 2\) is “larger” than label value \(y = 1\) and label value \(y = 3\) is “larger” than label value \(y = 2\).

The distinction between regression and classification problems and methods is somewhat blurry. Consider a binary classification problem based on data points whose label \(y\) takes on values \(-1\) or \(1\). We could turn this into a regression problem by using a new label \(y'\) which is defined as the confidence in the label \(y\) being equal to \(1\). On the other hand, given a prediction \(\hat{y}'\) for the numeric label \(y' \in \mathbb{R}\) we can obtain a prediction \(\hat{y}\) for the binary label \(y \in \{-1, 1\}\) by setting \(\hat{y} := 1\) if \(\hat{y}' \geq 0\) and \(\hat{y} := -1\) otherwise. A prominent example for this link between regression and classification is logistic regression which is discussed in Section 3.6. Logistic regression is a binary classification method that uses the same model as linear regression but a different loss function.

We refer to a data point as being *labeled* if, besides its features \(x\), the value of its label \(y\) is known. The acquisition of labeled data points typically involves human labour, such as verifying if an image shows a cat. In other applications, acquiring labels might require sending out a team of marine biologists to the Baltic sea [130], to run a particle physics
experiment at the European organization for nuclear research (CERN) [18], or to conduct animal trials in pharmacology [43].

Let us also point out online market places for human labelling workforce [98]. These market places, allow to upload data points, such as collections of images or audio recordings, and then offer an hourly rate to humans that label the data points. This labeling work might amount to marking images that show a cat.

Many applications involve data points whose features can be determined easily, but whose labels are known for few data points only. Labeled data is a scarce resource. Some of the most successful ML methods have been devised in application domains where label information can be acquired easily [55]. ML methods for speech recognition and machine translation can make use of massive labeled datasets that are freely available [77].

In the extreme case, we do not know the label of any single data point. Even in the absence of any labeled data, ML methods can be useful for extracting relevant information from features only. We refer to ML methods which do not require any labeled data points as “unsupervised” ML methods. We discuss some of the most important unsupervised ML methods in Chapter 8 and Chapter 9).

ML methods learn (or search for) a “good” predictor \( h : \mathcal{X} \to \mathcal{Y} \) which takes the features \( x \in \mathcal{X} \) of a data point as its input and outputs a predicted label (or output, or target) \( \hat{y} = h(x) \in \mathcal{Y} \). A good predictor should be such that \( \hat{y} \approx y \), i.e., the predicted label \( \hat{y} \) is close (with small error \( \hat{y} - y \)) to the true underlying label \( y \).

2.1.3 Scatterplot

Consider data points characterized by a single numeric feature \( x \) and single numeric label \( y \). To gain more insight into the relation between the features and label of a data point, it can be instructive to generate a scatterplot as shown in Figure 1.2. A scatterplot depicts the data points \( z^{(i)} = (x^{(i)}, y^{(i)}) \) in a two-dimensional plane with the axes representing the values of feature \( x \) and label \( y \).

The visual inspection of a scatterplot might suggest potential relationships between feature \( x \) (minimum daytime temperature) and label \( y \) (maximum daytime temperature). From Figure 1.2, it seems that there might be a relation between feature \( x \) and label \( y \) since data points with larger \( x \) tend to have larger \( y \). This makes sense since having a larger minimum daytime temperature typically implies also a larger maximum daytime temperature.

To construct a scatterplot for data points with more than two features we can use feature learning methods (see Chapter 9). These methods transform high-dimensional data points,
having billions of raw features, to three or two new features. These new features can then be used as the coordinates of the data points in a scatterplot.

### 2.1.4 Probabilistic Models for Data

A powerful idea in ML is to interpret each data points as the realization of a RV. For ease of exposition let us consider data points that are characterized by a single feature $x$. The following concepts can be extended easily to data points characterized by a feature vector $\mathbf{x}$ and a label $y$.

One of the most basic examples of a probabilistic model for data points in ML is the “iid assumption”. This assumption interprets data points $x^{(1)}, \ldots, x^{(m)}$ as realizations of statistically independent RVs with the same probability distribution $p(x)$. It might not be immediately clear why it is a good idea to interpret data points as realizations of RVs with the common probability distribution $p(x)$. However, this interpretation allows us to use the properties of the probability distribution to characterize overall properties of entire datasets, i.e., large collections of data points.

The probability distribution $p(x)$ underlying the data points within the i.i.d. assumption is either known (based on some domain expertise) or estimated from data. It is often enough to estimate only some parameters of the distribution $p(x)$. Section 3.12 discusses a principled approach to estimate the parameters of a probability distribution from a given set of data points. This approach is sometimes referred to as maximum likelihood and aims at finding (parameter of) a probability distribution $p(x)$ such that the probability (density) of observing the given data points is maximized.

Two of the most basic and widely used parameters of a probability distribution $p(x)$ are the expected value or mean $\mu_x$

$$\mu_x = \mathbb{E}\{x\} := \int_{x'} x' p(x') dx'$$

and the variance

$$\sigma_x^2 := \mathbb{E}\{(x - \mathbb{E}\{x\})^2\}.$$
These parameters can be estimated using the sample mean (average) and sample variance,

\[ \hat{\mu}_x := \frac{1}{m} \sum_{i=1}^{m} x^{(i)}, \text{ and} \]

\[ \hat{\sigma}^2_x := \frac{1}{m} \sum_{i=1}^{m} (x^{(i)} - \hat{\mu}_x)^2. \]  

(2.1)

The sample mean and sample variance (2.1) are the maximum likelihood estimators for the mean and variance of a normal (Gaussian) distribution \( p(x) \) (see [12, Chapter 2.3.4]).

Most of the ML methods discussed in this book are motivated by an i.i.d. assumption. It is important to note that this i.i.d. assumption is only a modelling assumption (or hypothesis). There is no means to verify if an arbitrary set of data points are “exactly” realizations of iid RVs. There are principled statistical methods (hypothesis tests) that allow to verify if a given set of data point can be well approximated as realizations of iid RVs [87]. Alternatively, we can enforce the i.i.d. assumption if we generate synthetic data using a random number generator. Such synthetic iid data points could be obtained by sampling algorithms that incrementally build a synthetic dataset by adding randomly chosen raw data points [32].

2.2 The Model

Consider some ML application that generates data points, each characterized by features \( x \in \mathcal{X} \) and label \( y \in \mathcal{Y} \). The goal of a ML method is to learn a hypothesis map \( h : \mathcal{X} \rightarrow \mathcal{Y} \) such that

\[ y \approx h(x) \text{ for any data point.} \]  

(2.2)

The informal goal (2.2) will be made precise in several aspects throughout the rest of our book. First, we need to quantify the approximation error (2.2) incurred by a given hypothesis map \( h \). Second, we need to make precise what we actually mean by requiring (2.2) to hold for “any” data point. We solve the first issue by the concept of a loss function in Section 2.3. The second issue is then solved in Chapter 4 by using a simple probabilistic model for data.

Let us assume for the time being that we have found a reasonable hypothesis \( h \) in the sense of (2.2). We can then use this hypothesis to predict the label of any data point for which we know its features. The prediction \( \hat{y} = h(x) \) is obtained by evaluating the hypothesis for the features \( x \) of a data point (see Figure 2.6 and 2.7). We refer to a hypothesis map
also as a predictor map since it is used or compute the prediction $\hat{y}$ of the label $y$.

For ML problems using a finite label space $\mathcal{Y}$ (e.g., $\mathcal{Y} = \{-1, 1\}$), we refer to a hypothesis map also as a classifier. Given a finite label space $\mathcal{Y}$, we can characterize a particular classifier $h(x)$ using its different decision regions

$$\mathcal{R}_a := \{x \in \mathbb{R}^n : h(x) = a\} \subseteq \mathcal{X}. \quad (2.3)$$

Each label value $a \in \mathcal{Y}$ is associated with a specific decision region $\mathcal{R}_a$. For a given label value $a \in \mathcal{Y}$, the decision region $\mathcal{R}_a$ is constituted by all feature vectors $x \in \mathcal{X}$ which are mapped to this label value, $h(x) = a$.

![Figure 2.6: A hypothesis (or predictor) $h$ maps features $x \in \mathcal{X}$, of an on-board camera snapshot, to the prediction $\hat{y} = h(x) \in \mathcal{Y}$ for the coordinate of the current location of a cleaning robot. ML methods use data to learn predictors $h$ such that $\hat{y} \approx y$ (with true label $y$).](image)

In principle, ML methods could use any possible map $h : \mathcal{X} \rightarrow \mathcal{Y}$ to predict the label $y \in \mathcal{Y}$ via computing $\hat{y} = h(x)$. The set of all maps from the feature space $\mathcal{X}$ to the label space is typically denoted as $\mathcal{Y}^\mathcal{X}$ In general, the set $\mathcal{Y}^\mathcal{X}$ is way too large to be searched over by a practical ML methods. As a point in case, consider data points characterized by a single numeric feature $x \in \mathbb{R}$ and label $y \in \mathbb{R}$. The set of all real-valued maps $h(x)$ of a real-valued argument already contains uncountably infinite many different hypothesis maps.

Practical ML methods can search and evaluate only a (tiny) subset of all possible hypothesis maps. This subset of computationally feasible (“affordable”) hypothesis maps is referred to as the hypothesis space or model underlying a ML method. As depicted in Figure 2.11, ML methods typically use a hypothesis space $\mathcal{H}$ that is a tiny subset of $\mathcal{Y}^\mathcal{X}$. Similar to the

---

The notation $\mathcal{Y}^\mathcal{X}$ is to be understood as a symbolic shorthand and should not be understood literately as a power such as $4^5$. 

---
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features and labels used to characterize data points, also the hypothesis space underlying a ML method is a design choice. As we will see, the choice for the hypothesis space involves a trade-off between computational complexity and statistical properties of the resulting ML methods.

The preference for a particular hypothesis space often depends on the computational infrastructure that is available to a ML method. Different computational infrastructures favour different hypothesis spaces. ML methods implemented in a small embedded system, might prefer a linear hypothesis space which results in algorithms that require a small number of arithmetic operations. Deep learning methods implemented in a cloud computing environment typically use much larger hypothesis spaces obtained from large ANN (see Section 3.11).

ML methods can also be implemented using a spreadsheet software. Here, we might use a hypothesis space consisting of maps $h : \mathcal{X} \rightarrow \mathcal{Y}$ that are represented by look up tables (see Table 2.1). If we instead use the programming language Python to implement a ML method, we can obtain a hypothesis class by collecting all possible Python subroutines with one input (scalar feature $x$), one output argument (predicted label $\hat{y}$) and consisting of less than 100 lines of code.

Broadly speaking, the design choice for the hypothesis space $\mathcal{H}$ of a ML method has to balance between two conflicting requirements.

- It has to be sufficiently large such that it contains at least one accurate predictor map $\hat{h} \in \mathcal{H}$. A hypothesis space $\mathcal{H}$ that is too small might fail to include a predictor map required to reproduce the (potentially highly non-linear) relation between features and label.

<table>
<thead>
<tr>
<th>feature $x$</th>
<th>prediction $h(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1/10</td>
<td>10</td>
</tr>
<tr>
<td>2/10</td>
<td>3</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>1</td>
<td>22.3</td>
</tr>
</tbody>
</table>

Table 2.1: A look-up table defines a hypothesis map $h$. The value $h(x)$ is given by the entry in the second column of the row whose first column entry is $x$. We can construct a hypothesis space $\mathcal{H}$ by using a collection of different look-up tables.
Consider the task of grouping or classifying images into “cat” images and “no cat image”. The classification of each image is based solely on the feature vector obtained from the pixel colour intensities. The relation between features and label \( y \in \{ \text{cat, no cat} \} \) is highly non-linear. Any ML method that uses a hypothesis space consisting only of linear maps will most likely fail to learn a good predictor (classifier). We say that a ML method is underfitting if it uses a hypothesis space that does not contain any hypotheses maps that can accurately predict the label of any data points.

- It has to be sufficiently small such that its processing fits the available computational resources (memory, bandwidth, processing time). We must be able to efficiently search over the hypothesis space to find good predictors (see Section 2.3 and Chapter 4). This requirement implies also that the maps \( h(x) \) contained in \( \mathcal{H} \) can be evaluated (computed) efficiently [4]. Another important reason for using a hypothesis space \( \mathcal{H} \) that is not too large is to avoid overfitting (see Chapter 7). If the hypothesis space \( \mathcal{H} \) is too large, then we can easily find a hypothesis which (almost) perfectly predicts the labels of data points in a training set which is used to learn a hypothesis. However, such a hypothesis might deliver poor predictions for labels of data points outside the training set. We say that the hypothesis does not generalize well.

### 2.2.1 Parametrized Hypothesis spaces

A wide range of current scientific computing environments allow for efficient numerical linear algebra. This hard- and software allows to efficiently process data that is provided in the form of numeric arrays such as vectors, matrices or tensors [111]. To take advantage of such computational infrastructure, many ML methods use the hypothesis space

\[
\mathcal{H}^{(n)} := \{ h^{(w)} : \mathbb{R}^n \to \mathbb{R} : h^{(w)}(x) := x^T w \text{ with some parameter vector } w \in \mathbb{R}^n \}. \quad (2.4)
\]

The hypothesis space (2.4) is constituted by linear maps (functions)

\[
h^{(w)}(x) : \mathbb{R}^n \to \mathbb{R} : x \mapsto w^T x. \quad (2.5)
\]

The function \( h^{(w)} (2.5) \) maps, in a linear fashion, the feature vector \( x \in \mathbb{R}^n \) to the predicted label \( h^{(w)}(x) = x^T w \in \mathbb{R} \). For \( n = 1 \) the feature vector reduces a single feature \( x \) and the hypothesis space (2.4) consists of all maps \( h^{(w)}(x) = wx \) with weight \( w \in \mathbb{R} \) (see Figure 2.8).

The elements of the hypothesis space \( \mathcal{H} \) in (2.4) are parametrized by the parameter
Figure 2.7: Consider a hypothesis $h : \mathcal{X} \to \mathcal{Y}$ that is used for locating a cleaning robot. The hypothesis $h$ reads in the feature vector $x^{(t)} \in \mathcal{X}$, that might be RGB pixel intensities of an on-board camera snapshot, at time $t$. It then outputs a prediction $\hat{y}^{(t)} = h(x^{(t)})$ for the $y$-coordinate $y^{(t)}$ of the cleaning robot at time $t$. A key problem studied within ML is how to automatically learn a good (accurate) predictor $h$ such that $y^{(t)} \approx h(x^{(t)})$.

Figure 2.8: Three particular members of the hypothesis space $\mathcal{H} = \{h^{(w)} : \mathbb{R} \to \mathbb{R}, h^{(w)}(x) = wx\}$ which consists of all linear functions of the scalar feature $x$. We can parametrize this hypothesis space conveniently using the weight $w \in \mathbb{R}$ as $h^{(w)}(x) = wx$. 
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vector \( \mathbf{w} \in \mathbb{R}^n \). Each map \( h^{(\mathbf{w})} \in \mathcal{H} \) is fully specified by the parameter vector \( \mathbf{w} \in \mathbb{R}^n \). This parametrization of the hypothesis space \( \mathcal{H} \) allows to process and manipulate hypothesis maps by vector operations. In particular, instead of searching over the function space \( \mathcal{H} \) (its elements are functions!) to find a good hypothesis, we can equivalently search over all possible parameter vectors \( \mathbf{w} \in \mathbb{R}^n \).

The search space \( \mathbb{R}^n \) is still (uncountably) infinite but it has a rich geometric and algebraic structure that allows to efficiently search over this space. Chapter 5 discusses methods that use the concept of a gradient to implement an efficient search for useful parameter vectors \( \mathbf{w} \in \mathbb{R}^n \).

The hypothesis space (2.4) is also appealing because of the broad availability of computing hardware such as graphic processing units. Another factor boosting the widespread use of (2.4) might be the offer for optimized software libraries for numerical linear algebra.

The hypothesis space (2.4) can also be used for classification problems, e.g., with label space \( \mathcal{Y} = \{-1, 1\} \). Indeed, given a linear predictor map \( h^{(\mathbf{w})}(\mathbf{x}) \) we can classify data points according to \( \hat{y} = 1 \) for \( h^{(\mathbf{w})}(\mathbf{x}) \geq 0 \) and \( \hat{y} = -1 \) otherwise. We refer to a classifier that computes the predicted label by first applying a linear map to the features as a linear classifier.

Figure 2.9 illustrates the decision regions (2.3) of a linear classifier for binary labels. The decision regions are half-spaces and, in turn, the decision boundary is a hyperplane \( \{ \mathbf{x} : \mathbf{w}^T \mathbf{x} = b \} \). Note that each linear classifier corresponds to a particular linear hypothesis map from the hypothesis space (2.4). However, we can use different loss functions to measure the quality of a linear classifier.

Three widely-used examples for ML methods that learn a linear classifier are logistic regression (see Section 3.6), the SVM (see Section 3.7) and the naive Bayes classifier (see Section 3.8).

In some application domains, the relation between features \( \mathbf{x} \) and label \( y \) of a data point is highly non-linear. As a case in point, consider data points that are images of animals. The map that relates the pixel intensities of an image to a label value indicating if the image shows a cat is highly non-linear. For such applications, the hypothesis space (2.4) is not suitable as it only contains linear maps.

Another popular example for a parametrized hypothesis space studied in this book, besides the space of linear maps (2.4), contains also non-linear maps. This parametrized hypothesis space is obtained from a parametrized signal flow diagram which is referred to as an ANN. Section 3.11 discusses the construction of non-linear parametrized hypothesis spaces using an ANN.
Figure 2.9: A hypothesis \( h : \mathcal{X} \to \mathcal{Y} \) for a binary classification problem, with label space \( \mathcal{Y} = \{-1, 1\} \) and feature space \( \mathcal{X} = \mathbb{R}^2 \), can be represented conveniently via the decision boundary (dashed line) which separates all feature vectors \( \mathbf{x} \) with \( h(\mathbf{x}) \geq 0 \) from the region of feature vectors with \( h(\mathbf{x}) < 0 \). If the decision boundary is a hyperplane \( \{ \mathbf{x} : \mathbf{w}^T \mathbf{x} = b \} \) (with normal vector \( \mathbf{w} \in \mathbb{R}^n \)), we refer to the map \( h \) as a linear classifier.

Upgrading a Hypothesis Space via Feature Maps. Let us discuss a simple but powerful technique for enlarging (“upgrading”) a given hypothesis space \( \mathcal{H} \) to a larger hypothesis space \( \mathcal{H}' \supseteq \mathcal{H} \) that offers a wider selection of hypothesis maps. The idea is to replace the original features \( \mathbf{x} \) of a data point with new (transformed) features \( \mathbf{z} = \Phi(\mathbf{x}) \). The transformed features are obtained by applying a feature map \( \phi(\cdot) \) to the original features \( \mathbf{x} \). This upgraded hypothesis space \( \mathcal{H}' \) consists of all concatenations of the feature map \( \phi \) and some hypothesis \( h \in \mathcal{H} \),

\[
\mathcal{H}' := \{ h'(\mathbf{x}) := h(\Phi(\mathbf{x})) : h \in \mathcal{H} \}. \tag{2.6}
\]

The construction (2.6) allows for different combinations of a feature map \( \Phi \) and a “base” hypothesis space \( \mathcal{H} \). The only requirement is that the output of the feature map can be used as (is compatible with the) input of each hypothesis \( h \in \mathcal{H} \). Mathematically speaking, the range of the feature map \( \Phi \) must belong to the domain of the maps in \( \mathcal{H} \).

Examples for ML methods that use a hypothesis space of the form (2.6) include polynomial regression (see Section 3.2), Gaussian basis regression (see Section 3.5), and kernel methods (see Section 3.9). The feature map in (2.6) might also be obtained from clustering or feature learning methods (see Section 8.4 and Section 9.2.1). One important family of ML methods that learn the feature map in (2.6) is deep learning (see Section 3.11). These methods use ANNs consisting of several layers with the final layer being a linear map and
the previous layers implementing a feature map of the original features (see Figure 2.10).

For the special case of the linear hypothesis space (2.4), the resulting enlarged hypothesis space (2.6) is given by all linear maps $w^Tz$ of the transformed features $\Phi(x)$. Combining the hypothesis space (2.4) with a non-linear feature map results in a hypothesis space that contains non-linear maps from the original features $x$ to the predicted label $\hat{y}$,

$$\hat{y} = w^Tz = w^T\Phi(x). \quad (2.7)$$

**Non-Numeric Features.** The hypothesis space (2.4) can only be used for data points whose features are numeric vectors $x = (x_1, \ldots, x_n)^T \in \mathbb{R}^n$. In some application domains, such as natural language processing, there is no obvious natural choice for numeric features. However, since ML methods based on the hypothesis space (2.4) are well developed (using numerical linear algebra), it might be useful to construct numerical features even for non-numeric data (such as text). For text data, there has been significant progress recently on methods that map a human-generated text into sequences of vectors (see [48, Chap. 12] for more details). Moreover, Section 9.3 will discuss an approach to generate numeric features for data points that have an intrinsic notion of similarity.

### 2.2.2 The Size of a Hypothesis Space

The notion of a hypothesis space being too small or being too large can be made precise in different ways. The size of a finite hypothesis space $\mathcal{H}$ can be defined as its cardinality $|\mathcal{H}|$ which is simply the number of its elements. For example, consider data points represented by $100 \times 10 = 1000$ black-and-white pixels and characterized by a binary label $y \in \{0, 1\}$. We can model such data points using the feature space $\mathcal{X} = \{0, 1\}^{1000}$ and label space $\mathcal{Y} = \{0, 1\}$. The largest possible hypothesis space $\mathcal{H} = \mathcal{Y}^{\mathcal{X}}$ consists of all maps from $\mathcal{X}$ to $\mathcal{Y}$. The size
or cardinality of this space is $|\mathcal{H}| = 2^{1000}$.

Many ML methods use a hypothesis space which contains infinitely many different predictor maps (see, e.g., [2.4]). For an infinite hypothesis space, we cannot use the number of its elements as a measure for its size. Indeed, for an infinite hypothesis space, the number of elements is not well-defined. Therefore, we measure the size of a hypothesis space $\mathcal{H}$ using its effective dimension $d_{\text{eff}}(\mathcal{H})$.

Consider a hypothesis space $\mathcal{H}$ consisting of maps $h : \mathcal{X} \to \mathcal{Y}$ that read in the features $x \in \mathcal{X}$ and output an predicted label $\hat{y} = h(x) \in \mathcal{Y}$. We define the effective dimension $d_{\text{eff}}(\mathcal{H})$ of $\mathcal{H}$ as the maximum number $D \in \mathbb{N}$ such that for any set $\mathcal{D} = \{(x^{(1)}, y^{(1)}), \ldots, (x^{(D)}, y^{(D)})\}$ of $D$ data points with different features, we can always find a hypothesis $h \in \mathcal{H}$ that perfectly fits the labels, $y^{(i)} = h(x^{(i)})$ for $i = 1, \ldots, D$.

The effective dimension of a hypothesis space is closely related to the Vapnik–Chervonenkis (VC) dimension [144]. The VC dimension is maybe the most widely used concept for measuring the size of infinite hypothesis spaces [144] [125] [12] [57]. However, the precise definition of the VC dimension are beyond the scope of this book. Moreover, the effective dimension captures most of the relevant properties of the VC dimension for our purposes. For a precise definition of the VC dimension and discussion of its applications in ML we refer to [125]. Let us illustrate the concept of effective dimension as a measure for the size of a hypothesis space with two examples: linear regression and polynomial regression.

Linear regression uses the hypothesis space

$$\mathcal{H}^{(n)} = \{h : \mathbb{R}^n \to \mathbb{R} : h(x) = w^T x \text{ with some vector } w \in \mathbb{R}^n\}.$$  

Consider a dataset $\mathcal{D}' = \{(x^{(1)}, y^{(1)}), \ldots, (x^{(m)}, y^{(m)})\}$ consisting of $m$ data points. We refer to this number also as the sample size of the dataset $\mathcal{D}'$. Each data point is characterized by a feature vector $x^{(i)} \in \mathbb{R}^n$ and a numeric label $y^{(i)} \in \mathbb{R}$.

Let us further assume that data points are realizations of iid RVs with a common probability distribution. Under this i.i.d. assumption, the feature matrix

$$\mathbf{X} = (x^{(1)}, \ldots, x^{(m)}) \in \mathbb{R}^{n \times m},$$

which is obtained by stacking (column-wise) the feature vectors $x^{(i)}$ (for $i = 1, \ldots, m$), is full (column-) rank with probability one as long as $m \leq n$. Basic linear algebra tells us that in this case we can find a linear map $h \in \mathcal{H}^{(n)}$ that perfectly fits the data points in $\mathcal{D}'$.

To summarize, as long as the number $m$ of data points in $\mathcal{D}'$ does not exceed the number
of features characterizing each data point, i.e., as long as \( m \leq n \), we can find (with probability one) a parameter vector \( \hat{\mathbf{w}} \) such that \( y^{(i)} = \hat{\mathbf{w}}^T \mathbf{x}^{(i)} \) for all \( i = 1, \ldots, m \). Conversely, for \( m > n \) it is easy to verify that with probability one, a dataset \( \mathcal{D}' \) consisting of \( m \) (i.i.d.) data points cannot be perfectly fit by any linear hypothesis. Thus, the effective dimension of the linear hypothesis space \( \mathcal{H}^{(n)} \) is \( D = n \).

As a second example, consider the hypothesis space \( \mathcal{H}^{(n)}_{\text{poly}} \) which is constituted by the set of polynomials with maximum degree \( n \). The fundamental theorem of algebra tells us that any set of \( m \) data points with different features can be perfectly fit by a polynomial of degree \( n \) as long as \( n \geq m \). Therefore, the effective dimension of the hypothesis space \( \mathcal{H}^{(n)}_{\text{poly}} \) is \( D = n \). Section 3.2 discusses polynomial regression in more detail.

As a second example, consider the hypothesis space \( \mathcal{H}^{(n)}_{\text{poly}} \) which is constituted by the set of polynomials with maximum degree \( n \). The fundamental theorem of algebra tells us that any set of \( m \) data points with different features can be perfectly fit by a polynomial of degree \( n \) as long as \( n \geq m \). Therefore, the effective dimension of the hypothesis space \( \mathcal{H}^{(n)}_{\text{poly}} \) is \( D = n \). Section 3.2 discusses polynomial regression in more detail.

![Figure 2.11](image_url)

Figure 2.11: The hypothesis space \( \mathcal{H} \) is a (typically very small) subset of the (typically very large) set \( \mathcal{Y}^\mathcal{X} \) of all possible maps from feature space \( \mathcal{X} \) into the label space \( \mathcal{Y} \).

### 2.3 The Loss

Every ML method uses a (more or less explicit) hypothesis space \( \mathcal{H} \) which consists of all computationally feasible predictor maps \( h \). Which predictor map \( h \) out of all the maps in the hypothesis space \( \mathcal{H} \) is the best for the ML problem at hand? To answer this question, ML methods use the concept of a loss function. Formally, a loss function is a map

\[
L : \mathcal{X} \times \mathcal{Y} \times \mathcal{H} \rightarrow \mathbb{R}_+ : ((\mathbf{x}, y), h) \mapsto L((\mathbf{x}, y), h)
\]

which assigns a pair consisting of a data point, itself characterized by features \( \mathbf{x} \) and label \( y \), and a hypothesis \( h \in \mathcal{H} \) the non-negative real number \( L((\mathbf{x}, y), h) \).

The loss value \( L((\mathbf{x}, y), h) \) quantifies the discrepancy between the true label \( y \) and the
Figure 2.12: Some loss function $L((x, y), h)$ for a fixed data point, with features $x$ and label $y$, and varying hypothesis $h$. ML methods try to find (learn) a hypothesis that incurs minimum loss.

predicted label $h(x)$. A small (close to zero) value $L((x, y), h)$ indicates a low discrepancy between predicted label and true label of a data point. Figure 2.12 depicts a loss function for a given data point, with features $x$ and label $y$, as a function of the hypothesis $h \in \mathcal{H}$. The basic principle of ML methods can then be formulated as: Learn (find) a hypothesis out of a given hypothesis space $\mathcal{H}$ that incurs a minimum loss $L((x, y), h)$ for any data point (see Chapter 4).

Much like the choice for the hypothesis space $\mathcal{H}$ used in a ML method, also the loss function is a design choice. We will discuss some widely used examples for loss function in Section 2.3.1 and Section 2.3.2. The choice for the loss function should take into account the computational complexity of searching the hypothesis space for a hypothesis with minimum loss. Consider a ML method that uses a parametrized hypothesis space and a loss function that is a convex and differentiable (smooth) function of the parameters of a hypothesis. In this case, searching for a hypothesis with small loss can be done efficiently using the gradient-based methods discussed in Chapter 5. The minimization of a loss function that is either non-convex or non-differentiable is typically computationally much more difficult. Section 4.2 discusses the computational complexities of different types of loss functions in more detail.

Beside computational aspects, the choice for the loss function should also take into account statistical aspects. For example, some loss functions result in ML methods that are more robust against outliers (see Section 3.3 and Section 3.7). The choice of loss function might also be guided by probabilistic models for the data generated in an ML application.
Section 3.12 details how the maximum likelihood principle of statistical inference provides an explicit construction of loss functions in terms of an (assumed) probability distribution for data points.

The choice for the loss function used to evaluate the quality of a hypothesis might also be influenced by its interpretability. Section 2.3.2 discusses loss functions for hypotheses that are used to classify data points into two categories. It seems natural to measure the quality of such a hypothesis by the average number of wrongly classified data points, which is precisely the average 0/1 loss (2.9) (see Section 2.3.2).

In contrast to its appealing interpretation as error-rate, the computational aspects of the average 0/1 loss are less pleasant. Minimizing the average 0/1 loss to learn an accurate hypothesis amounts to a non-convex and non-smooth optimization problem which is computationally challenging. Section 2.3.2 introduces the logistic loss as a computationally attractive alternative choice for the loss function in binary classification problems. Learning a hypothesis that minimizes a (average) logistic loss amounts to a smooth convex optimization problem. Chapter 5 discusses computationally cheap gradient-based methods for solving smooth convex optimization problems.

The above aspects (computation, statistic, interpretability) result typically in conflicting goals for the choice of a loss function. A loss function that has favourable statistical properties might incur a high computational complexity of the resulting ML method. Loss functions that result in computationally efficient ML methods might not allow for an easy interpretation (what does it mean intuitively if the logistic loss of a hypothesis in a binary classification problem is $10^{-1}$?). It might therefore be useful to use different loss functions for the search of a good hypothesis (see Chapter 4) and for its final evaluation. Figure 2.13 depicts an example for two such loss functions, one of them used for learning a hypothesis by minimizing the loss and the other one used for the final performance evaluation.

For example, in a binary classification problem, we might use the logistic loss to search for (learn) an accurate hypothesis using the optimization methods in Chapter 4. The logistic loss is appealing for this purpose as it can be minimized via efficient gradient-based methods (see Chapter 5). After having found (learnt) an accurate hypothesis, we use the average 0/1 loss for the final performance evaluation. The 0/1 loss is appealing for this purpose as it can be interpreted as an error or misclassification rate. The loss function used for the final performance evaluation of a learnt hypothesis is sometimes referred to as metric.
2.3.1 Loss Functions for Numeric Labels

For ML problems involving data points with a numeric label $y \in \mathbb{R}$, i.e., for regression problems (see Section 2.1.2), a widely used (first) choice for the loss function can be the squared error loss

$$L((x, y), h) := (y - h(x))^2. \quad (2.8)$$

The squared error loss (2.8) depends on the features $x$ only via the predicted label value $\hat{y} = h(x)$. We can evaluate the squared error loss solely using the prediction $h(x)$ and the true label value $y$. Besides the prediction $h(x)$, no other properties of the features $x$ are required to determine the squared error loss. We will slightly abuse notation and use the shorthand $L(y, \hat{y})$ for any loss function that depends on the features $x$ only via the predicted label $\hat{y} = h(x)$. Figure 2.14 depicts the squared error loss as a function of the prediction error $y - \hat{y}$.

The squared error loss (2.8) has appealing computational and statistical properties. For linear predictor maps $h(x) = w^T x$, the squared error loss is a convex and differentiable function of the parameter vector $w$. This allows, in turn, to efficiently search for the optimal linear predictor using efficient iterative optimization methods (see Chapter 5). The squared error loss also has a useful interpretation in terms of a probabilistic model for the features and labels. Minimizing the squared error loss is equivalent to maximum likelihood estimation.
within a linear Gaussian model \[57\] Sec. 2.6.3].

Another loss function used in regression problems is the absolute error loss \( |\hat{y} - y| \). Using this loss function to guide the learning of a predictor results in methods that are robust against a few outliers in the training set (see Section 3.3). However, this improved robustness comes at the expense of increased computational complexity of minimizing the (non-differentiable) absolute error loss compared to the (differentiable) squared error loss \( (2.8) \).

### 2.3.2 Loss Functions for Categorical Labels

Classification problems involve data points whose labels take on values from a discrete label space \( \mathcal{Y} \). In what follows, unless stated otherwise, we focus on binary classification problems. Moreover, without loss of generality, we use the label space \( \mathcal{Y} = \{-1, 1\} \). Classification methods aim at learning a hypothesis or classifier that maps the features \( \mathbf{x} \) of a data point to a predicted label \( \hat{y} \in \mathcal{Y} \).

It is often convenient to implement a classifier by thresholding the value \( h(\mathbf{x}) \in \mathbb{R} \) of a hypothesis map that can deliver arbitrary real numbers. We then classify a data point as \( \hat{y} = 1 \) if \( h(\mathbf{x}) > 0 \) and \( \hat{y} = -1 \) otherwise. Thus, the predicted label is obtained from the sign of the value \( h(\mathbf{x}) \). While the sign of \( h(\mathbf{x}) \) determines the predicted label \( \hat{y} \), we can interpret the absolute value \( |h(\mathbf{x})| \) as the confidence in this classification. Is is customary to
abuse notation and refer to both, the final classification rule (obtained by a threshold step) \( \mathbf{x} \mapsto \hat{y} \) and the hypothesis \( h(\mathbf{x}) \) (whose output is compared against a threshold) as a binary classifier.

In principle, we can measure the quality of a hypothesis when used to classify data points using the squared error loss (2.8). However, the squared error is typically a poor measure for the quality of a hypothesis \( h(\mathbf{x}) \) that is used to classify a data point with binary label \( y \in \{-1, 1\} \). Figure 2.15 illustrates how the squared error loss of a hypothesis can be (highly) misleading for binary classification.

![Figure 2.15: A training set consisting of four data points with binary labels \( \hat{y}^{(i)} \in \{-1, 1\} \). Minimizing the squared error loss (2.8) would prefer the (poor) classifier \( h^{(1)}(x) \) over the (reasonable) classifier \( h^{(2)} \).](image)

Figure 2.15 depicts a dataset \( \mathcal{D} \) consisting of \( m = 4 \) data points with binary labels \( y^{(i)} \in \{-1, 1\} \), for \( i = 1, \ldots, m \). The figure also depicts two candidate hypotheses \( h^{(1)}(x) \) and \( h^{(2)}(x) \) that can be used for classifying data points. The classifications \( \hat{y} \) obtained with the hypothesis \( h^{(2)}(x) \) would perfectly match the labels of the four training data points since \( h^{(2)}(x^{(i)}) \geq 0 \) if and only if \( y^{(i)} = 1 \). In contrast, the classifications \( \hat{y}^{(i)} \) obtained by thresholding \( h^{(1)}(x) \) are wrong for data points with \( y = -1 \).

Looking at \( \mathcal{D} \), we might prefer using \( h^{(2)}(x) \) over \( h^{(1)} \) to classify data points. However, the squared error loss incurred by the (reasonable) classifier \( h^{(2)} \) is much larger than the squared error loss incurred by the (poor) classifier \( h^{(1)} \). The squared error loss is typically a bad choice for assessing the quality of a hypothesis map that is used for classifying data points into different categories.
Generally speaking, we want the loss function to punish (deliver large values for) a hypothesis that is very confident (|h(x)| is large) in a wrong classification (\(\hat{y} \neq y\)). Moreover, a useful loss function should not punish (deliver small values for) a hypothesis is very confident (|h(x)| is large) in a correct classification (\(\hat{y} = y\)). However, by its very definition, the squared loss (2.8) yields large values if the confidence |h(x)| is large, no matter if the resulting classification (obtained after thresholding) is correct or wrong.

We now discuss some loss functions which have proven useful for assessing the quality of a hypothesis that is used to classify data points. Unless noted otherwise, the formulas for these loss functions are valid only if the label values are the real numbers \(-1, 1\) (the label space is \(\mathcal{Y} = \{-1, 1\}\)). These formulas need to be modified accordingly if different label values are used. For example, instead of the label space \(\mathcal{Y} = \{-1, 1\}\), we could equally well use the label space \(\mathcal{Y} = \{0, 1\}\), or \(\mathcal{Y} = \{\Box, \triangle\}\) or \(\mathcal{Y} = \{\text{“Class 1”}, \text{“Class 2”}\}\).

A natural choice for the loss function can be based on the requirement that a reasonable hypothesis should deliver a correct classification, \(\hat{y} = y\) for any data point. This suggests to learn a hypothesis \(h(x)\) by minimizing the 0/1 loss

\[
L((x, y), h) := \begin{cases} 
1 & \text{if } y \neq \hat{y} \\
0 & \text{else,}
\end{cases}
\]

with \(\hat{y} = 1\) for \(h(x) \geq 0\), and \(\hat{y} = -1\) for \(h(x) < 0\). (2.9)

Figure 2.16 illustrates the 0/1 loss (2.9) for a data point with features \(x\) and label \(y = 1\) as a function of the hypothesis value \(h(x)\). The 0/1 loss is equal to zero if the hypothesis yields a correct classification \(\hat{y} = y\). For a wrong classification \(\hat{y} \neq y\), the 0/1 loss yields the value one.

The 0/1 loss (2.9) is conceptually appealing when data points are interpreted as realizations of iid RVs with the same probability distribution \(p(x, y)\). Given \(m\) realizations \((x^{(i)}, y^{(i)})\) \(m\) of such iid RVs,

\[
(1/m) \sum_{i=1}^{m} L((x^{(i)}, y^{(i)}), h) \approx p(y \neq \hat{y})
\]

(2.10)

with high probability for sufficiently large sample size \(m\). A precise formulation of the approximation (2.10) can be obtained from the law of large numbers [11, Section 1]. We can apply the law of large numbers since the loss values \(L((x^{(i)}, y^{(i)}), h)\) are realizations of iid RVs. It is customary to indicate the average 0/1 loss of a hypothesis indirectly via the accuracy

\[1 - (1/m) \sum_{i=1}^{m} L((x^{(i)}, y^{(i)}), h).\]
In view of (2.10), the 0/1 loss (2.9) seems a very natural choice for assessing the quality of a classifier if our goal is to enforce correct classifications \( \hat{y} = y \). This appealing statistical property of the 0/1 loss comes at the cost of a high computational complexity. Indeed, for a given data point \((x, y)\), the 0/1 loss (2.9) is non-convex and non-differentiable when viewed as a function of the hypothesis \( h \). Thus, ML methods that use the 0/1 loss to learn a hypothesis map typically involve advanced optimization methods to solve the resulting learning problem (see Section 3.8).

To avoid the non-convexity of the 0/1 loss (2.9) we might approximate it by a convex loss function. One popular convex approximation of the 0/1 loss is the hinge loss

\[
L((x, y), h) := \max \{0, 1 - yh(x)\}. \tag{2.11}
\]

Figure 2.16 depicts the hinge loss (2.11) as a function of the hypothesis \( h(x) \). The hinge loss (2.11) becomes minimal (equal to zero) for a correct classification \( \hat{y} = y \) with sufficient confidence \( h(x) \geq 1 \). For a wrong classification \( \hat{y} \neq y \), the hinge loss increases monotonically with the confidence \(|h(x)|\) in the wrong classification. While the hinge loss avoids the non-convexity of the 0/1 loss, it still is a non-differentiable function of \( h(x) \). A non-differentiable loss function cannot be minimized by simple gradient-based methods (see Chapter 5) but require more advanced optimization methods.

Beside the 0/1 loss and the hinge loss, another popular loss function for binary classification problems is the logistic loss

\[
L((x, y), h) := \log(1 + \exp(-yh(x))). \tag{2.12}
\]

The logistic loss (2.12) is used in logistic regression (see Section 3.6) to measure the usefulness of a linear hypothesis \( h(x) = w^T x \). Figure 2.16 depicts the logistic loss (2.12) as a function of the hypothesis \( h(x) \). The logistic loss (2.12) is a convex and differentiable function of \( h(x) \). For a correct classification \( \hat{y} = y \), the logistic loss (2.12) decreases monotonically with increasing confidence \( h(x) \). For a wrong classification \( \hat{y} \neq y \), the logistic loss increases monotonically with increasing confidence \(|h(x)|\) in the wrong classification.

Both the hinge loss (2.11) and the logistic loss (2.12) are convex functions of the weights \( w \in \mathbb{R}^n \) in a linear hypothesis map \( h(x) = w^T x \). However, in contrast to the hinge loss, the logistic loss (2.12) is also a differentiable function of the \( w \). The convex and differentiable logistic loss function can be minimized using simple gradient-based methods such as gradient descent (GD) (see Chapter 5.5). In contrast, we cannot use basic gradient-based methods to
minimize the hinge loss since it is not have a gradient for \( h(x)y = 1 \). However, we can apply a generalization of GD which is known as subgradient descent \([16]\). Subgradient descent is obtained from GD by generalizing the concept of a gradient to that of a subgradient.

very confident in \( \hat{y} = -1 \) ⇒ very confident in \( \hat{y} = 1 \ ⇒

Figure 2.16: The solid curves depict three widely-used loss functions for binary classification. A data point with features \( x \) and label \( y = 1 \) is classified as \( \hat{y} = 1 \) if \( h(x) \geq 0 \) and classified as \( \hat{y} = -1 \) if \( h(x) < 0 \). We can interpret the absolute value \( |h(x)| \) as the confidence in the classification \( \hat{y} \). The more confident we are in a correct classification \( (\hat{y} = y = 1) \), i.e., the more positive \( h(x) \), the smaller the loss. Note that each of the three loss functions for binary classification tends monotonically towards 0 for increasing \( h(x) \). The dashed curve depicts the squared error loss (2.8), which increases for increasing \( h(x) \).

### 2.3.3 Loss Functions for Ordinal Label Values

Some loss functions are particularly suited for predicting ordinal label values (see Section 2.1). Consider data points representing areal images of rectangular areas of size 1km by 1km. We characterize each data point (rectangular area) by the feature vector \( x \) obtained by stacking the RGB values of each image pixel (see Figure 2.5). Beside the feature vector, each rectangular area is characterized by a label \( y \in \{1, 2, 3\} \) where

- \( y = 1 \) means that the area contains no trees.
- \( y = 2 \) means that the area is partially covered by trees.
- \( y = 3 \) means that the area is entirely covered by trees.

We might consider the label value \( y = 2 \) to be “larger” than label value \( y = 1 \) and label value \( y = 3 \) to be “larger” than label value \( y = 2 \). Let us construct a loss function that takes
such an ordering of label values into account when evaluating the quality of the predictions $h(x)$.

Consider a data point with feature vector $x$ and label $y = 1$ as well as two different hypotheses $h^{(a)}, h^{(b)} \in \mathcal{H}$. The hypothesis $h^{(a)}$ delivers the predicted label $\hat{y}^{(a)} = h^{(a)}(x) = 2$, while the other hypothesis $h^{(b)}$ delivers the predicted label $\hat{y}^{(a)} = h^{(a)}(x) = 3$. Both predictions are wrong, since they are different from the true label value $y = 1$. It seems reasonable to consider the prediction $\hat{y}^{(a)}$ to be less wrong than the prediction $\hat{y}^{(b)}$ and therefore we would prefer the hypothesis $h^{(a)}$ over $h^{(b)}$. However, the 0/1 loss is the same for $h^{(a)}$ and $h^{(b)}$ and therefore does not reflect our preference for $h^{(a)}$. We need to modify (or tailor) the 0/1 loss to take into account the application-specific ordering of label values. For the above application, we might define a loss function via

$$ L((x, y), h) := \begin{cases} 0, & \text{when } y = h(x) \\ 10, & \text{when } |y - h(x)| = 1 \\ 100, & \text{otherwise.} \end{cases} \quad (2.13) $$

### 2.3.4 Empirical Risk

The basic idea of ML methods (including those discussed in Chapter 3) is to find (or learn) a hypothesis (out of a given hypothesis space $\mathcal{H}$) that incurs minimum loss when applied to arbitrary data points. To make this informal goal precise we need to specify what we mean by “arbitrary data point”. One of the most successful approaches to define the notion of “arbitrary data point” is by probabilistic models for the observed data points.

The most basic and widely-used probabilistic model interprets data points $(x^{(i)}, y^{(i)})$ as realizations of iid RVs with a common probability distribution $p(x, y)$. Given such a probabilistic model, it seems natural to measure the quality of a hypothesis $h$ by the expected loss or Bayes risk $\mathbb{E}[L((x, y), h)]$.

$$ \mathbb{E}\{L((x, y), h)\} := \int_{x,y} L((x, y), h) dp(x, y). \quad (2.14) $$

The Bayes risk of $h$ is the expected value of the loss $L((x, y), h)$ incurred when applying the hypothesis $h$ to (the realization of) a random data point with features $x$ and label $y$. Note that the computation of the Bayes risk $\mathbb{E}[L((x, y), h)]$ requires the joint probability distribution $p(x, y)$ of the (random) features and label of data points.
The Bayes risk (2.15) seems to be reasonable performance measure for a hypothesis \( h \). Indeed, the Bayes risk of a hypothesis is small only if the hypothesis incurs a small loss on average for data points drawn from the probability distribution \( p(x, y) \). However, it might be challenging to verify if the data points generated in a particular application domain can be accurately modelled as realizations (draws) from a probability distribution \( p(x, y) \). Moreover, it is also often the case that we do not know the correct probability distribution \( p(x, y) \).

Let us assume for the moment, that data points are generated as iid realizations of a common probability distribution \( p(x, y) \) which is known. It seems reasonable to learn a hypothesis \( h^* \) that incurs minimum Bayes risk,

\[
\mathbb{E}\{L((x, y), h^*)\} := \min_{h \in \mathcal{H}} \mathbb{E}\{L((x, y), h)\}. \tag{2.15}
\]

A hypothesis that solves (2.15), i.e., that achieves the minimum possible Bayes risk, is referred to as a Bayes estimator \([84, \text{Chapter 4}]\). The main computational challenge for learning the optimal hypothesis is the efficient (numerical) solution of the optimization problem (2.15). Efficient methods to solve the optimization problem (2.15) are studied within estimation theory \([84, 152]\).

The focus of this book is on ML methods which do not require knowledge of the underlying probability distribution \( p(x, y) \). One of the most widely used principle for these ML methods is to approximate the Bayes risk by an empirical (sample) average over a finite set of labeled data points \( D = (x^{(1)}, y^{(1)}), \ldots, (x^{(m)}, y^{(m)}) \). In particular, we define the empirical risk of a hypothesis \( h \in \mathcal{H} \) for a dataset \( D \) as

\[
\widehat{L}(h|D) = (1/m) \sum_{i=1}^{m} L((x^{(i)}, y^{(i)}), h). \tag{2.16}
\]

The empirical risk of the hypothesis \( h \in \mathcal{H} \) is the average loss on the data points in \( D \). To ease notational burden, we use \( \widehat{L}(h) \) as a shorthand for \( \widehat{L}(h|D) \) if the underlying dataset \( D \) is clear from the context. Note that in general the empirical risk depends on both, the hypothesis \( h \) and the (features and labels of the) data points in the dataset \( D \).

If the data points used to compute the empirical risk (2.16) are (can be modelled as) realizations of iid RVs whose common distribution is \( p(x, y) \), basic results of probability theory tell us that

\[
\mathbb{E}\{L((x, y), h)\} \approx (1/m) \sum_{i=1}^{m} L((x^{(i)}, y^{(i)}), h) \text{ for sufficiently large sample size } m. \tag{2.17}
\]
The approximation error in (2.17) can be quantified precisely by some of the most basic results of probability theory. These results are often summarized under the umbrella term law of large numbers [11, 50, 9].

Many (if not most) ML methods are motivated by (2.17) which suggests that a hypothesis with small empirical risk (2.16) will also result in a small expected loss. The minimum possible expected loss is achieved by the Bayes estimator of the label \( y \), given the features \( x \). However, to actually compute the optimal estimator we would need to know the (joint) probability distribution \( p(x, y) \) of features \( x \) and label \( y \).

**Confusion Matrix**

Consider a dataset \( D \) with data points characterized by feature vectors \( x^{(i)} \) and labels \( y^{(i)} \in \{1, \ldots, k\} \). We might interpret the label value of a data point as the index of a category or class to which the data point belongs to. Multi-class classification problems aim at learning a hypothesis \( h \) such that \( h(x) \approx y \) for any data point.

In principle, we could measure the quality of a given hypothesis \( h \) by the average 0/1 loss incurred on the labeled data points in (the training set) \( D \). However, if the dataset \( D \) contains mostly data points with one specific label value, the average 0/1 loss might obscure the performance of \( h \) for data points having one of the rare label values. Indeed, even if the average 0/1 loss is very small, the hypothesis might perform poorly for data points of a minority category.

The confusion matrix generalizes the concept of the 0/1 loss to application domains where the relative frequency (fraction) of data points with a specific label value varies significantly (imbalanced data). Instead of considering only the average 0/1 loss incurred by a hypothesis on a dataset \( D \), we use a whole family of loss functions. In particular, for each pair of label values \( c, c' \in \{1, \ldots, k\} \), we define the loss

\[
L^{(e-c')}((x, y), h) := \begin{cases} 
1 & \text{if } y = c \text{ and } h(x) = c' \\
0 & \text{otherwise}
\end{cases}.
\]  (2.18)

We then compute the average loss (2.18) incurred on the dataset \( D \),

\[
\hat{L}^{(e-c')}(h|D) := \frac{1}{m} \sum_{i=1}^{m} L^{(e-c')}((x^{(i)}, y^{(i)}), h) \text{ for } c, c' \in \{1, \ldots, k\}.
\]  (2.19)

It is convenient to arrange the values (2.19) as a matrix which is referred to as a confusion...
matrix. The rows of a confusion matrix correspond to different values \( c \) of the true label of a data point. The columns of a confusion matrix correspond to different values \( c' \) delivered by the hypothesis \( h(x) \). The \((c, c')\)-th entry of the confusion matrix is \( \hat{L}^{(c \rightarrow c')}(h|D) \).

**Precision, Recall and F-Measure**

Consider an object detection application where data points are images. The label of data points might indicate the presence \( (y = 1) \) or absence \( (y = -1) \) of an object, it is then customary to define the

\[
\text{recall} := \frac{\hat{L}^{(1 \rightarrow 1)}(h|D)}{\hat{L}^{(1 \rightarrow 1)}(h|D) + \hat{L}^{(-1 \rightarrow 1)}(h|D)},
\]

(2.20)

Clearly, we would like to find a hypothesis with both, large recall and large precision. However, these two goals are typically conflicting, a hypothesis with a high recall will have small precision. Depending on the application, we might prefer having a high recall and tolerate a lower precision.

It might be convenient to combine the recall and precision of a hypothesis into a single quantity,

\[
F_1 := \frac{2 \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}.
\]

(2.21)

The \( F \) measure (2.21) is the harmonic mean of the precision and recall of a hypothesis \( h \). It is a special case of the \( F_\beta \)-score

\[
F_\beta := \left(1 + \beta^2\right) \frac{\text{precision} \times \text{recall}}{\beta^2 \text{precision} + \text{recall}}.
\]

(2.22)

The \( F \) measure (2.21) is obtained from (2.22) for the choice \( \beta = 1 \). It is therefore customary to refer to (2.21) as the \( F_1 \)-score of a hypothesis \( h \).

**2.3.5 Regret**

In some ML applications, we might have access to the predictions obtained from some reference methods which are referred to as experts [20, 59]. The quality of a hypothesis \( h \) is measured via the difference between the loss incurred by its predictions \( h(x) \) and the loss incurred by the predictions of the experts. This difference, which is referred to as the regret, measures by how much we regret to have used the prediction \( h(x) \) instead of
using (or following) the prediction of the expert. The goal of regret minimization is to learn a hypothesis with a small regret compared to given set of experts.

The concept of regret minimization is useful when we do not make any probabilistic assumptions (see Section 2.1.4) about the data. Without a probabilistic model we cannot use the Bayes risk of the (optimal) Bayes estimator as a baseline (or benchmark). The concept of regret minimization avoids the need for a probabilistic model of the data to obtain a baseline [20]. This approach replaces the Bayes risk with the regret relative to given reference methods (the experts).

2.3.6 Rewards as Partial Feedback

Some applications involve data points whose labels are so difficult or costly to determine that we cannot assume to have any labeled data available. Without any labeled data, we cannot evaluate the loss function for different choices for the hypothesis. Indeed, the evaluation of the loss function typically amounts to measuring the distance between predicted label and true label of a data point. Instead of evaluating a loss function, we must rely on some indirect feedback or “reward” that indicates the usefulness of a particular prediction [20, 136].

Consider the ML problem of predicting the optimal steering directions for an autonomous car. The prediction has to be recalculated for each new state of the car. ML methods can sense the state via a feature vector \( x \) whose entries are pixel intensities of a snapshot. The goal is to learn a hypothesis map from the feature vector \( x \) to a guess \( \hat{y} = h(x) \) for the optimal steering direction \( y \) (true label). Unless the car circles around in small area with fixed obstacles, we have no access to labeled data points or reference driving scenes for which we already know the optimum steering direction. Instead, the car (control unit) needs to learn the hypothesis \( h(x) \) based solely on the feedback signals obtained from various sensing devices (cameras, distance sensors).

2.4 Putting Together the Pieces

A guiding theme of this book is that ML methods are obtained by different combinations of data, model and loss. We will discuss some key principles behind these methods in depth in the following chapters. Let us develop some intuition for how ML methods operate by considering a very simple ML problem. This problem involves data points that are characterized by a single numeric feature \( x \in \mathbb{R} \) and a numeric label \( y \in \mathbb{R} \). We assume to
have access to $m$ labeled data points

$$\left( x^{(1)}, y^{(1)} \right), \ldots, \left( x^{(m)}, y^{(m)} \right) \quad (2.23)$$

for which we know the true label values $y^{(i)}$.

The assumption of knowing the exact true label values $y^{(i)}$ for any data point is an idealization. We might often face labelling or measurement errors such that the observed labels are noisy versions of the true label. Later on, we will discuss techniques that allow ML methods to cope with noisy labels in Chapter 7.

Our goal is to learn a (hypothesis) map $h : \mathbb{R} \to \mathbb{R}$ such that $h(x) \approx y$ for any data point. Given a data point with feature $x$, the function value $h(x)$ should be an accurate approximation of its label value $y$. We require the map to belong to the hypothesis space $\mathcal{H}$ of linear maps,

$$h^{(w_0, w_1)}(x) = w_1 x + w_0. \quad (2.24)$$

The predictor (2.24) is parameterized by the slope $w_1$ and the intercept (bias or offset) $w_0$. We indicate this by the notation $h^{(w_0, w_1)}$. A particular choice for the weights $w_1, w_0$ defines a linear hypothesis $h^{(w_0, w_1)}(x) = w_1 x + w_0$.

Let us use the linear hypothesis map $h^{(w_0, w_1)}(x)$ to predict the labels of training data points. In general, the predictions $\hat{y}^{(i)} = h^{(w_0, w_1)}(x^{(i)})$ will not be perfect and incur a non-zero prediction error $\hat{y}^{(i)} - y^{(i)}$ (see Figure 2.17).

We measure the goodness of the predictor map $h^{(w_0, w_1)}$ using the average squared error loss (see (2.8))

$$f(w_0, w_1) := \frac{1}{m} \sum_{i=1}^{m} \left( y^{(i)} - h^{(w_0, w_1)}(x^{(i)}) \right)^2 \quad (2.25)$$

The training error $f(w_0, w_1)$ is the average of the squared prediction errors incurred by the predictor $h^{(w_0, w_1)}(x)$ to the labeled data points (2.23).

It seems natural to learn a good predictor (2.24) by choosing the parameters $w_0, w_1$ to minimize the training error

$$\min_{w_0, w_1 \in \mathbb{R}} f(w_0, w_1) \overset{2.26}{=} \min_{w_1, w_0 \in \mathbb{R}} \left( 1/m \right) \sum_{i=1}^{m} \left( y^{(i)} - (w_1 x^{(i)} + w_0) \right)^2. \quad (2.26)$$
The optimal parameters \( \hat{w}_0, \hat{w}_1 \) are characterized by the zero-gradient condition
\[
\frac{\partial f(w_0, w_1)}{\partial w_0} \bigg|_{w_0 = \hat{w}_0, w_1 = \hat{w}_1} = 0, \quad \text{and} \quad \frac{\partial f(w_0, w_1)}{\partial w_1} \bigg|_{w_0 = \hat{w}_0, w_1 = \hat{w}_1} = 0. \quad (2.27)
\]
Inserting (2.25) into (2.27) and by using basic rules for calculating derivatives (see, e.g., [118]), we obtain the following optimality conditions
\[
\begin{align*}
\frac{1}{m} \sum_{i=1}^{m} \left( y^{(i)} - (\hat{w}_1 x^{(i)} + \hat{w}_0) \right) = 0, \quad \text{and} \\
\frac{1}{m} \sum_{i=1}^{m} x^{(i)} \left( y^{(i)} - (\hat{w}_1 x^{(i)} + \hat{w}_0) \right) = 0.
\end{align*} \quad (2.28)
\]
Any parameter values \( \hat{w}_0, \hat{w}_1 \in \mathbb{R} \) that satisfy (2.28) define a hypothesis map \( h(\hat{w}_0, \hat{w}_1)(x) = \hat{w}_1 x + \hat{w}_0 \) that is optimal in the sense of incurring a minimum training error,
\[
f(\hat{w}_0, \hat{w}_1) = \min_{w_0, w_1 \in \mathbb{R}} f(w_0, w_1).
\]
Let us rewrite the optimality condition (2.28) using matrices and vectors. To this end, we first rewrite the hypothesis (2.24) as
\[
h(x) = w^T x \quad \text{with} \quad w = (w_0, w_1)^T, \quad x = (1, x)^T.
\]
Let us stack the feature vectors \( x^{(i)} = (1, x^{(i)})^T \) and labels \( y^{(i)} \) of the data points (2.23) into a feature matrix and a label vector,
\[
X = (x^{(1)}, \ldots, x^{(m)})^T \in \mathbb{R}^{m \times 2}, \quad y = (y^{(1)}, \ldots, y^{(m)})^T \in \mathbb{R}^m.
\]
We can then reformulate (2.28) as
\[
X^T (y - X \hat{w}) = 0. \quad (2.30)
\]
The optimality conditions (2.30) and (2.28) are equivalent in the following sense. The entries of any parameter vector \( \hat{w} = (\hat{w}_0, \hat{w}_1) \) that satisfies (2.30) are solutions to (2.28) and vice-versa.

\footnote{A necessary and sufficient condition for \( \hat{w} \) to minimize a convex differentiable function \( f(w) \) is \( \nabla f(\hat{w}) = 0 \) [14, Sec. 4.2.3].}
Figure 2.17: We can evaluate the quality of a particular predictor \( h \in \mathcal{H} \) by measuring the prediction error \( y - h(x) \) obtained for a labeled data point \((x, y)\).

### 2.5 Exercises

**Exercise 2.1. Perfect Prediction.** Consider data points that are characterized by a single numeric feature \( x \in \mathbb{R} \) and a numeric label \( y \in \mathbb{R} \). We use a ML method to learn a hypothesis map \( h : \mathbb{R} \rightarrow \mathbb{R} \) based on a training set consisting of three data points

\[
(x^{(1)} = 1, y^{(1)} = 3), (x^{(2)} = 4, y^{(2)} = -1), (x^{(3)} = 1, y^{(3)} = 5).
\]

Is there any chance for the ML method to learn a hypothesis map that perfectly fits the data points such that \( h(x^{(i)}) = y^{(i)} \) for \( i = 1, \ldots, 3 \). Hint: Try to visualize the data points in a scatterplot and various hypothesis maps (see Figure 1.3).

**Exercise 2.2. Temperature Data.** Consider a dataset of daily air temperatures \( x^{(1)}, \ldots, x^{(m)} \) measured at the FMI observation station “Utsjoki Nuorgam” during 01.12.2019 and 29.02.2020. Thus, \( x^{(1)} \) is the daily temperature measured on 01.12.2019, \( x^{(2)} \) is the daily temperature on 02.12.2019, and \( x^{(m)} \) is the daily temperature measured on 29.02.2020. You can download this dataset from the link [https://en.ilmatieteenlaitos.fi/download-observations](https://en.ilmatieteenlaitos.fi/download-observations). ML methods often determine few parameters to characterize large collections of data points. Compute, for the above temperature measurement dataset, the following quantities:
• the minimum \( A := \min_{i=1,\ldots,m} x^{(i)} \)
• the maximum \( B := \max_{i=1,\ldots,m} x^{(i)} \)
• the average \( C := \frac{1}{m} \sum_{i=1,\ldots,m} x^{(i)} \)
• the standard deviation \( D := \sqrt{\frac{1}{m} \sum_{i=1,\ldots,m} (x^{(i)} - C)^2} \)

Exercise 2.3. Deep Learning on Raspberry PI. Consider the tiny desktop computer “RaspberryPI” equipped with a total of 8 Gigabytes memory [31]. We want implement a ML algorithm that learns a hypothesis map that is represented by a deep ANN involving \( n = 10^6 \) numeric parameters. Each parameter is quantized using 8 bits (= 1 Byte). How many different hypotheses can we store at most on a RaspberryPI computer? (You can assume that 1Gigabyte = 10^9Bytes.)

Exercise 2.4. Ensembles. For some applications it can be a good idea to not learn a single hypothesis but to learn a whole ensemble of hypothesis maps \( h^{(1)}, \ldots, h^{(B)} \). These hypotheses might even belong to different hypothesis spaces, \( h^{(1)} \in \mathcal{H}^{(1)}, \ldots, h^{(B)} \in \mathcal{H}^{(B)} \). These hypothesis spaces can be arbitrary except that they are defined for the same feature space and label space. Given such an ensemble we can construct a new (“meta”) hypothesis \( \tilde{h} \) by combining (or aggregating) the individual predictions obtained from each hypothesis,

\[
\tilde{h}(x) := a\left(h^{(1)}(x), \ldots, h^{(B)}(x)\right).
\] (2.31)

Here, \( a(\cdot) \) denotes some given (fixed) combination or aggregation function. One example for such an aggregation function is the average \( a\left(h^{(1)}(x), \ldots, h^{(B)}(x)\right) := \frac{1}{B} \sum_{b=1}^{B} h^{(b)}(x) \).

We obtain a new “meta” hypothesis space \( \tilde{\mathcal{H}} \), that consists of all hypotheses of the form (2.31) with \( h^{(1)} \in \mathcal{H}^{(1)}, \ldots, h^{(B)} \in \mathcal{H}^{(B)} \). Which conditions on the aggregation function \( a(\cdot) \) and the individual hypothesis spaces \( \mathcal{H}^{(1)}, \ldots, \mathcal{H}^{(B)} \) ensure that \( \tilde{\mathcal{H}} \) contains each individual hypothesis space, i.e., \( \mathcal{H}^{(1)}, \ldots, \mathcal{H}^{(B)} \subseteq \tilde{\mathcal{H}} \).

Exercise 2.5. How Many Features? Consider the ML problem underlying a music information retrieval smartphone app [153]. Such an app aims at identifying a song title based on a short audio recording of a song interpretation. Here, the feature vector \( \mathbf{x} \) represents the sampled audio signal and the label \( y \) is a particular song title out of a huge music database. What is the length \( n \) of the feature vector \( \mathbf{x} \in \mathbb{R}^n \) whose entries are the
Figure 2.18: The resulting hypothesis space $\tilde{\mathcal{H}}$ along with some of the constituent hypothesis spaces $\mathcal{H}^{(1)}, \ldots, \mathcal{H}^{(B)}$.

Figure 2.19: A natural choice for the features of an audio recording are the signal amplitudes measured at regular time instants.
signal amplitudes of a 20-second long recording which are sampled at a rate of 44 kHz (see Figure 2.19)?

**Exercise 2.6. Multilabel Prediction.** Consider data points that are characterized by a feature vector \( x \in \mathbb{R}^{10} \) and a vector-valued label \( y \in \mathbb{R}^{30} \). Such vector-valued labels arise in multi-label classification problems. We want to predict the label vector using a linear predictor map

\[
h(x) = Wx \quad \text{with some matrix } W \in \mathbb{R}^{30 \times 10}. \tag{2.32}
\]

How many different linear predictors (2.32) are there? 10, 30, 40, or infinite?

**Exercise 2.7. Average Squared Error Loss as Quadratic Form** Consider the hypothesis space constituted by all linear maps \( h(x) = w^T x \) with some weight vector \( w \in \mathbb{R}^n \). We try to find the best linear map by minimizing the average squared error loss (the empirical risk) incurred on labeled data points (training set) \((x^{(1)}, y^{(1)}), (x^{(2)}, y^{(2)}), \ldots, (x^{(m)}, y^{(m)})\). Is it possible to represent the resulting empirical risk as a convex quadratic function \( f(w) = w^T C w + b^T w + c \)? If this is possible, how are the matrix \( C \), vector \( b \) and constant \( c \) related to the features and labels of data points in the training set?

**Exercise 2.8. Find Labeled Data for Given Empirical Risk.** Consider linear hypothesis space consisting of linear maps \( h(w)(x) = w^T x \) that are parametrized by a weight vector \( w \). We learn an optimal weight vector by minimizing the average squared error loss \( f(w) = \hat{L}(h(w)|D) \) incurred by \( h(w)(x) \) on the training set \( D = (x^{(1)}, y^{(1)}), \ldots, (x^{(m)}, y^{(m)}) \). Is it possible to reconstruct the dataset \( D \) just from knowing the function \( f(w) \)? Is the resulting labeled training data unique or are there different training sets that could have resulted in the same empirical risk function? Hint: Write down the training error \( f(w) \) in the form \( f(w) = w^T Q w + c + b^T w \) with some matrix \( Q \), vector \( b \) and scalar \( c \) that might depend on the features and labels of the training data points.

**Exercise 2.9. Dummy Feature Instead of Intercept.** Show that any hypothesis map of the form \( h(x) = w_1 x + w_0 \) can be obtained from the concatenation of a feature map \( \phi : x \mapsto z \) with the linear map \( \tilde{h}(z) := \tilde{w}^T z \) using parameter vector \( \tilde{w} = (w_1, w_0)^T \in \mathbb{R}^2 \).

**Exercise 2.10. Approximate Non-Linear Maps Using Indicator Functions for Feature Maps.** Consider an ML application generating data points characterized by a scalar feature \( x \in \mathbb{R} \) and numeric label \( y \in \mathbb{R} \). We construct a non-linear map by first transforming the feature \( x \) to a new feature vector \( z = (\phi_1(x), \phi_2(x), \phi_3(x), \phi_4(x))^T \in \mathbb{R}^4 \).
components \( \phi_1(x), \ldots, \phi_4(x) \) are indicator functions of intervals \([-10, -5), [-5, 0), [0, 5), [5, 10]\). In particular, \( \phi_1(x) = 1 \) for \( x \in [-10, -5) \) and \( \phi_1(x) = 0 \) otherwise. We obtain a hypothesis space \( \mathcal{H}^{(1)} \) by collecting all maps from feature \( x \) to predicted label \( \hat{y} \) that can written as a weighted linear combination \( w^T z \) (with some parameter vector \( w \)) of the transformed features. Which of the following hypothesis maps belong to \( \mathcal{H}^{(1)} \)?

\[
\begin{align*}
\phi_1(x) & = 1 \quad \text{for} \quad x \in [-10, -5) \\
\phi_1(x) & = 0 \quad \text{otherwise.}
\end{align*}
\]

Exercise 2.11. Python Hypothesis space. Consider the source codes below for five different Python functions that read in the numeric feature \( x \), perform some computations that result in a prediction \( \hat{y} \). How large is the hypothesis space that is constituted by all maps that can be represented by one of those Python functions.

```python
def func1(x):
    hat_y = 5*x+3
    return hat_y

def func2(x):
    tmp = 3*x+3
    hat_y = tmp + 2*x
    return hat_y

def func3(x):
    tmp = 3*x+3
    hat_y = tmp - 2*x
    return hat_y

def func4(x):
    tmp = 3*x+3
    hat_y = tmp - 2*x + 4
    return hat_y

def func5(x):
    tmp = 3*x+3
    hat_y = 4*tmp - 2*x
    return hat_y
```

Exercise 2.12. A Lot of Features. One important application domain for ML methods is healthcare. Here, data points represent human patients that are characterized by health-care records. These records might contain physiological parameters, CT scans along with various diagnoses provided by healthcare professionals. Is it a good idea to use every data field of a healthcare record as features of the data point?
Exercise 2.13. Over-Parametrization. Consider data points characterized by feature vectors \( x \in \mathbb{R}^2 \) and a numeric label \( y \in \mathbb{R} \). We want to learn the best predictor out of the hypothesis space
\[
\mathcal{H} = \{ h(x) = x^T A w : w \in S \}.
\]
Here, we used the matrix \( A = \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix} \) and the set
\[
S = \{(1, 1)^T, (2, 2)^T, (-1, 3)^T, (0, 4)^T\} \subseteq \mathbb{R}^2.
\]
What is the cardinality of the hypothesis space \( \mathcal{H} \), i.e., how many different predictor maps does \( \mathcal{H} \) contain?

Exercise 2.14. Squared Error Loss. Consider a hypothesis space \( \mathcal{H} \) constituted by three predictors \( h^{(1)}(\cdot), h^{(2)}(\cdot), h^{(3)}(\cdot) \). Each predictor \( h^{(j)}(x) \) is a real-valued function of a real-valued argument \( x \). Moreover, for each \( j \in \{1, 2, 3\} \),
\[
h^{(j)}(x) = \begin{cases} 
0 & \text{if } x^2 \leq j \\
\frac{x^2}{j} & \text{otherwise}.
\end{cases}
\]
(2.33)
Can you tell which of these hypothesis is optimal in the sense of having smallest average squared error loss on the three data points \((x = 1/10, y = 3), (0, 0)\) and \((1, -1)\).

Exercise 2.15. Classification Loss. The Figure 2.16 depicts different loss functions for a fixed data point with label \( y = 1 \) and varying hypothesis \( h \in \mathcal{H} \). How would Figure 2.16 change if we evaluate the same loss functions for another data point \( z = (x, y) \) with label \( y = -1 \)?

Exercise 2.16. Intercept Term. Linear regression methods model the relation between the label \( y \) and feature \( x \) of a data point as \( y = h(x) + e \) with some small additive term \( e \). The predictor map \( h(x) \) is assumed to be linear \( h(x) = w_1 x + w_0 \). The parameter \( w_0 \) is sometimes referred to as the intercept (or bias) term. Assume we know for a given linear predictor map its values \( h(x) \) for \( x = 1 \) and \( x = 3 \). Can you determine the weights \( w_1 \) and \( w_0 \) based on \( h(1) \) and \( h(3) \)?

Exercise 2.17. Picture Classification. Consider a huge collection of outdoor pictures you have taken during your last adventure trip. You want to organize these pictures as three
categories (or classes) *dog, bird* and *fish*. How could you formalize this task as a ML problem?

**Exercise 2.18. Maximal Hypothesis space.** Consider data points characterized by a single real-valued feature \( x \) and a single real-valued label \( y \). How large is the largest possible hypothesis space of predictor maps \( h(x) \) that read in the feature value of a data point and deliver a real-valued prediction \( \hat{y} = h(x) \)?

**Exercise 2.19. A Large but Finite Hypothesis space.** Consider data points whose features are \( 10 \times 10 \) pixel black-and-white (bw) images. Besides the pixels, each data point is also characterized by a binary label \( y \in \{0, 1\} \). Consider the hypothesis space which is constituted by all maps that take a \( 10 \times 10 \) pixel bw image as input and deliver a prediction for the label. How large is this hypothesis space?

**Exercise 2.20. Size of Linear Hypothesis space.** Consider a training set of \( m \) data points with feature vectors \( x^{(i)} \in \mathbb{R}^n \) and numeric labels \( y^{(1)}, \ldots, y^{(m)} \). The feature vectors and labels of the data points in the training set are arbitrary except that we assume the feature matrix \( X = (x^{(1)}, \ldots, x^{(m)}) \) is full rank. What condition on \( m \) and \( n \) guarantees that we can find a linear predictor \( h(x) = w^T x \) that perfectly fits the training set, i.e., \( y^{(1)} = h(x^{(1)}), \ldots, y^{(m)} = h(x^{(m)}) \)?

**Exercise 2.21. Classification with Imbalanced Data.** Consider a dataset \( D \) of \( m \) data points with feature vectors \( x^{(i)} \in \mathbb{R}^n \) and discrete-valued labels \( y^{(i)} \in \{1, 2, \ldots, 10\} \). The data is highly imbalanced, more than 90 percent of data points have a label \( y = 1 \). We learn a hypothesis out of the hypothesis space \( \mathcal{H}' \) that is constituted by the ten maps \( h^{(c)}(x) = c \) for \( c = 1, 2, \ldots, 10 \). Is there a hypothesis \( h \in \mathcal{H}' \) whose average 0/1 loss on \( D \) does not exceed 0.3?

**Exercise 2.22. Accuracy and Average Logistic loss.** Consider a dataset \( D \) that consists of \( m \) data points, indexed by \( i = 1, \ldots, m \). Each data point is characterized by a feature vector \( x^{(i)} \in \mathbb{R}^2 \) and by a binary label \( y^{(i)} \in \{-1, 1\} \). We use a linear hypothesis map \( h^{(w)}(x) = w^T x \) to classify data points according to \( \hat{y} = 1 \) if \( h^{(w)}(x) \geq 0 \) and \( \hat{y} = -1 \) otherwise. Two popular quality measures of a hypothesis are the accuracy and the average logistic loss \( (1/m) \sum_i L((x^{(i)}, y^{(i)}), h^{(w)}) \) with the logistic loss \( 2.12 \).

The accuracy of a hypothesis \( h^{(w)}(x) \) is defined as \( 1 - (1/m) \sum_i L((x^{(i)}, y^{(i)}), h^{(w)}) \) with the 0/1 loss \( 2.9 \). Loosely speaking, the accuracy of a hypothesis is “one minus the average
0/1 loss". Can you construct a specific dataset with arbitrary but finite size $m$ such that there are two different linear hypotheses $h^{(w)}$ and $h^{(w')}$ with accuracy and average logistic loss of $h^{(w)}$, respectively, being strictly larger than accuracy and average logistic loss of $h^{(w')}$. 

**Exercise 2.23. Achievable Accuracy for a Multi-Class Classification Problem.** Consider a dataset consisting of data points, each characterized by some features $x$ and label $y \in \{1, 2, 3, 4, 5\}$. The number of data points with label value $y = 1$ is 150, those with $y = 2$ is 250, with $y = 3$ is 200, with $y = 4$ is 300 and the number of data points with $y = 5$ is 100. Is there at least one classifier that can achieve an accuracy of at least 10%?

**Exercise 2.24. Make it Easier?** Consider a multi-class classification problem with data points belonging to one out of 10 different classes represented by the label space $\mathcal{Y} = \{1, 2, 3, \ldots, 10\}$. Assume that we have found a hypothesis map (classifier) that achieves an accuracy of 70%. Now consider a modified multi-class classification problem that is obtained by combining 4 classes of $\mathcal{Y}$ into one single new class. Can we be sure to find a classifier for this new problem that achieves an accuracy of at least 70%?
Figure 3.1: ML methods fit a model to data by minimizing a loss function. Different ML methods use different design choices for data, model and loss.

As discussed in Chapter 2, ML methods combine three main components:
• a set of data points that are characterized by features and labels
• a model or hypothesis space $\mathcal{H}$ that consists of different hypotheses $h \in \mathcal{H}$.
• a loss function to measure the quality of a particular hypothesis $h$.

Each of these three components involves design choices for the representation of data, their features and labels, the model and loss function. This chapter details the high-level design choices used by some of the most popular ML methods. Figure 3.1 depicts these ML methods in a two-dimensional plane whose horizontal axes represents different hypothesis spaces and the vertical axis represents different loss functions.

To obtain a practical ML method we also need to combine the above components. The basic principle of any ML method is to search the model for a hypothesis that incurs minimum loss on any data point. Chapter 4 will then discuss a principled way to turn this informal statement into actual ML algorithms that could be implemented on a computer.

### 3.1 Linear Regression

Consider data points characterized by feature vectors $x \in \mathbb{R}^n$ and numeric label $y \in \mathbb{R}$. Linear regression methods learn a hypothesis out of the linear hypothesis space

$$\mathcal{H}^{(n)} := \{ h^{(w)} : \mathbb{R}^n \to \mathbb{R} : h^{(w)}(x) = w^T x \text{ with some parameter vector } w \in \mathbb{R}^n \}. \quad (3.1)$$

Figure 1.3 depicts the graphs of some maps from $\mathcal{H}^{(2)}$ for data points with feature vectors of the form $x = (1, x)^T$. The quality of a particular predictor $h^{(w)}$ is measured by the squared error loss (2.8). Using labeled data $D = \{(x^{(i)}, y^{(i)})\}_{i=1}^m$, linear regression learns a linear predictor $\hat{h}$ which minimizes the average squared error loss (2.8),

$$\hat{h} = \arg\min_{h \in \mathcal{H}^{(n)}} \hat{L}(h|D) \overset{(2.16)}{=} \arg\min_{h \in \mathcal{H}^{(n)}} (1/m) \sum_{i=1}^m (y^{(i)} - h(x^{(i)}))^2. \quad (3.2)$$

Some authors refer to the average squared error loss in (3.2) also as the mean squared error of the hypothesis $h$.

Since the hypothesis space $\mathcal{H}^{(n)}$ is parametrized by the parameter vector $w$ (see (3.1)),
we can rewrite (3.2) as an optimization of the parameter vector \( \mathbf{w} \),

\[
\hat{\mathbf{w}} = \underset{\mathbf{w} \in \mathbb{R}^n}{\text{argmin}} (\frac{1}{m}) \sum_{i=1}^{m} (y^{(i)} - h^{(\mathbf{w})}(x^{(i)}))^2
\]

\[
h^{(\mathbf{w})}(x) = \mathbf{w}^T x
\]

(3.3)

D. The optimization problems (3.2) and (3.3) are equivalent in the following sense: Any optimal parameter vector \( \hat{\mathbf{w}} \) which solves (3.3), can be used to construct an optimal predictor \( \hat{h} \), which solves (3.2), via \( \hat{h}(x) = h^{(\hat{\mathbf{w}})}(x) = (\hat{\mathbf{w}})^T x \).

\[3.2\] Polynomial Regression

Consider an ML problem involving data points which are characterized by a single numeric feature \( x \in \mathbb{R} \) (the feature space is \( \mathcal{X} = \mathbb{R} \)) and a numeric label \( y \in \mathbb{R} \) (the label space is \( \mathcal{Y} = \mathbb{R} \)). We observe a bunch of labeled data points which are depicted in Figure 3.2.

![Figure 3.2: A scatterplot that depicts a set of data points \((x^{(1)}, y^{(1)}), \ldots, (x^{(m)}, y^{(m)})\). The \( i \)th data point is depicted by a dot whose coordinates are the feature \( x^{(i)} \) and label \( y^{(i)} \) of that data point.](image)

Figure 3.2: A scatterplot that depicts a set of data points \((x^{(1)}, y^{(1)}), \ldots, (x^{(m)}, y^{(m)})\). The \( i \)th data point is depicted by a dot whose coordinates are the feature \( x^{(i)} \) and label \( y^{(i)} \) of that data point.

Figure 3.2 suggests that the relation \( x \mapsto y \) between feature \( x \) and label \( y \) is highly non-linear. For such non-linear relations between features and labels it is useful to consider a
hypothesis space which is constituted by polynomial maps

\[
H_{\text{poly}}^{(n)} = \{ h^{(w)} : \mathbb{R} \to \mathbb{R} : h^{(w)}(x) = \sum_{j=1}^{n} w_j x^{j-1} \},
\]

with some \( w = (w_1, \ldots, w_n)^T \in \mathbb{R}^n \).

(3.4)

We can approximate any non-linear relation \( y = h(x) \) with any desired level of accuracy using a polynomial \( \sum_{j=1}^{n} w_j x^{j-1} \) of sufficiently large degree \( n - 1 \).

As in linear regression (see Section 3.1), we measure the quality of a hypothesis by the squared error loss (2.8) incurred on labeled data points \( D = \{(x^{(i)}, y^{(i)})\}_{i=1}^{m} \), each having a scalar feature \( x^{(i)} \) and label \( y^{(i)} \). Polynomial regression learns a hypothesis \( h \) by minimizing the average squared error loss (see (2.8)):

\[
\min_{h^{(w)} \in H_{\text{poly}}^{(n)}} \frac{1}{m} \sum_{i=1}^{m} (y^{(i)} - h^{(w)}(x^{(i)}))^2.
\]

(3.5)

We can interpret polynomial regression as a combination of a feature map (transformation) (see Section 2.1.1) and linear regression (see Section 3.1). Indeed, any polynomial predictor \( h^{(w)} \in H_{\text{poly}}^{(n)} \) is obtained as a concatenation of the feature map

\[
\phi(x) \mapsto \mathbf{x} := (1, x, \ldots, x^{n-1})^T \in \mathbb{R}^n
\]

(3.6)

with some linear map \( \tilde{h}^{(w)} : \mathbb{R}^n \to \mathbb{R} : \mathbf{x} \mapsto w^T \mathbf{x} \), i.e.,

\[
\tilde{h}^{(w)}(\phi(x)) = h^{(w)}(x).
\]

(3.7)

Thus, we can implement polynomial regression by first applying the feature map \( \phi \) (see (3.6)) to the scalar features \( x^{(i)} \), resulting in the transformed feature vectors

\[
\mathbf{x}^{(i)} = \phi(x^{(i)}) = (1, x^{(i)}, \ldots, (x^{(i)})^{n-1})^T \in \mathbb{R}^n,
\]

(3.8)

and then applying linear regression (see Section 3.1) to these transformed feature vectors \( \mathbf{x}^{(i)} \).

\(^{1}\text{The precise formulation of this statement is known as the “Stone-Weierstrass Theorem” [118, Thm. 7.26].}\)
Figure 3.3: The Huber loss (3.9) resembles the squared error loss (2.8) for small prediction error and the absolute difference loss for larger prediction errors.

By inserting (3.7) into (3.5), we obtain a linear regression problem (3.3) with feature vectors (3.8). Note that while the hypothesis \( h^w \in \mathcal{H}_\text{poly}^{(n)} \) is a non-linear function \( h^w(x) \) of the original feature \( x \), it is a linear function \( \tilde{h}^w(x) = w^T x \) (see (3.7)), of the transformed features \( x \) (3.8).

### 3.3 Least Absolute Deviation Regression

Learning a linear predictor by minimizing the average squared error loss incurred on training data is not robust against the presence of outliers. This sensitivity to outliers is rooted in the properties of the squared error loss \((y - h(x))^2\). Minimizing the average squared error forces the resulting predictor \( \hat{y} \) to not be too far away from any data point. However, it might be useful to tolerate a large prediction error \( y - h(x) \) for an unusual or exceptional data point that can be considered an outlier.

Replacing the squared loss with a different loss function can make the learning robust against outliers. One important example for such a “robustifying” loss function is the Huber loss [62]

\[
L((x, y), h) = \begin{cases} 
(1/2)(y - h(x))^2 & \text{for } |y - h(x)| \leq \varepsilon \\
\varepsilon(|y - h(x)| - \varepsilon/2) & \text{else.}
\end{cases} 
\]

(3.9)

Figure 3.3 depicts the Huber loss as a function of the prediction error \( y - h(x) \).

The Huber loss definition (3.9) contains a tuning parameter \( \varepsilon \). The value of this tuning parameter defines when a data point is considered as an outlier. Figure 3.4 illustrates the
Figure 3.4: The Huber loss measures prediction errors via squared error loss for regular data points inside the band of width $\varepsilon$ around the hypothesis map $h(x)$ and via the absolute difference loss for an outlier outside the band.

role of this parameter as the width of a band around a hypothesis map. The prediction error of this hypothesis map for data points within this band are measured used squared error loss (2.8). For data points outside this band (these are considered outliers), we use instead the absolute value of the prediction error as the loss value.

The Huber loss is robust to outliers since the corresponding (large) prediction errors $y - \hat{y}$ are not squared. Outliers have a smaller effect on the average Huber loss (over the entire dataset) compared to the average squared error loss. The improved robustness against outliers of the Huber loss comes at the expense of increased computational complexity. The squared error loss can be minimized using efficient gradient based methods (see Chapter 5). In contrast, for $\varepsilon = 0$, the Huber loss is non-differentiable and requires more advanced optimization methods.

The Huber loss (3.9) contains two important special cases. The first special case occurs when $\varepsilon$ is chosen to be very large, such that the condition $|y - \hat{y}| \leq \varepsilon$ is satisfied for most data points. In this case, the Huber loss resembles the squared error loss (2.8) (up to a scaling factor $1/2$). The second special case is obtained for $\varepsilon \to 0$ when the scaled Huber loss $(1/\varepsilon)L((x, y), h)$ converges to the absolute difference loss $|y - \hat{y}|$.

3.4 The Lasso

We will see in Chapter 6 that linear regression (see Section 3.1) typically requires a training set larger than the number of features used to characterized a data point. However, many important application domains generate data points with a number $n$ of features much higher than the number $m$ of available labeled data points in the training set.
In the high-dimensional regime, where \( m \ll n \), basic linear regression methods will not be able to learn useful weights \( \mathbf{w} \) for a linear hypothesis. Section 6.4 shows that for \( m \ll n \), linear regression will typically learn a hypothesis that perfectly predicts labels of data points in the training set but delivers poor predictions for data points outside the training set. This phenomenon is referred to as overfitting and poses a main challenge for ML applications in the high-dimensional regime.

Chapter 7 discusses basic regularization techniques that allow to prevent ML methods from overfitting. We can regularize linear regression by augmenting the squared error loss (2.8) of a hypothesis \( h^{(w)}(\mathbf{x}) = \mathbf{w}^T \mathbf{x} \) with an additional penalty term. This penalty term depends solely on the weights \( \mathbf{w} \) and serves as an estimate for the increase of the average loss on data points outside the training set. Different ML methods are obtained from different choices for this penalty term. The least absolute shrinkage and selection operator (Lasso) is obtained from linear regression by replacing the squared error loss with the regularized loss

\[
L((\mathbf{x}, y), h^{(w)}) = (y - \mathbf{w}^T \mathbf{x})^2 + \lambda \| \mathbf{w} \|_1.
\] (3.10)

Here, the penalty term is given by the scaled norm \( \lambda \| \mathbf{w} \|_1 \) with the regularization parameter \( \lambda \). The value of \( \lambda \) has significant impact on the properties of the hypothesis learnt by minimizing (3.10). Roughly speaking, increasing \( \lambda \) results in a weight vector \( \hat{\mathbf{w}} \) with increasing number of zero coefficients. Thus, the learnt hypothesis \( h^{(\hat{\mathbf{w}})} \) ignores many features, which is a form of feature selection.

One principled approach to finding a suitable value range for \( \lambda \) can be based on the iid assumption (Section 2.1.4). We assume that the features and label of a data point can be modelled as

\[
y = \mathbf{w}^T \mathbf{x} + \varepsilon.
\] (3.11)

Here, \( \mathbf{w} \) denotes some true underlying parameter vector and \( \varepsilon \) is a realization of an a RV that is independent of the features \( \mathbf{x} \). It is then possible to determine optimal values for \( \lambda \) in (3.10) such that the learnt weights \( \hat{\mathbf{w}} \) are close to the (unknown) true weights \( \mathbf{w} \). Note that the optimal values for \( \lambda \) depend crucially the distribution of the noise \( \varepsilon \) and the number of non-zeros entries in \( \mathbf{w} \) in (3.11).

Instead of relying on a probabilistic model (3.11), which might be wrong, we can also tune \( \lambda \) by a trial-and-error approach. Here, we try out different candidate values for \( \lambda \) and learn (the weights of) a linear hypothesis for each value of \( \lambda \). Among those, we pick the hypothesis resulting in the minimum average loss on a validation set. This approach is an
instance of the model selection techniques in Section 6.3

### 3.5 Gaussian Basis Regression

Section 3.2 showed how to extend linear regression by first transforming the feature \( x \) using a vector-valued feature map \( \Phi : \mathbb{R} \rightarrow \mathbb{R}^n \). The output of this feature map are the transformed features \( \Phi(x) \) which are fed, in turn, to a linear map \( h(\Phi(x)) = w^T \phi(x) \). Polynomial regression in Section 3.2 has been obtained for the specific feature map \( (3.6) \) whose entries are the powers \( x^l \) of the scalar original feature \( x \). However, it is possible to use other functions, different from polynomials, to construct the feature map \( \phi \). We can extend linear regression using an arbitrary feature map

\[
\Phi(x) = (\phi_1(x), \ldots, \phi_n(x))^T
\]

with the scalar maps \( \phi_j : \mathbb{R} \rightarrow \mathbb{R} \) which are referred to as “basis functions”. The choice of basis functions depends heavily on the particular application and the underlying relation between features and labels of the observed data points. The basis functions underlying polynomial regression are \( \phi_j(x) = x^j \).

Another popular choice for the basis functions are “Gaussians”

\[
\phi_{\sigma,\mu}(x) = \exp\left(-\frac{1}{2\sigma^2}(x-\mu)^2\right).
\]

The family \( (3.13) \) of maps is parameterized by the variance \( \sigma^2 \) and the mean \( \mu \). Gaussian basis linear regression combines the feature map

\[
\Phi(x) = (\phi_{\sigma_1,\mu_1}(x), \ldots, \phi_{\sigma_n,\mu_n}(x))^T
\]

with linear regression (see Figure 3.5). The resulting hypothesis space is

\[
H_{\text{Gauss}}^{(n)} = \{ h(w) : \mathbb{R} \rightarrow \mathbb{R} : h^{(w)}(x) = \sum_{j=1}^n w_j \phi_{\sigma_j,\mu_j}(x) \}
\]

with weights \( w = (w_1, \ldots, w_n)^T \in \mathbb{R}^n \).

Different choices for the variance \( \sigma_j^2 \) and shifts \( \mu_j \) of the Gaussian function in \( (3.13) \) results in different hypothesis spaces \( H_{\text{Gauss}} \). Chapter 6.3 will discuss model selection techniques.
that allow to find useful values for these parameters.

The hypotheses of (3.15) are parametrized by a parameter vector \( \mathbf{w} \in \mathbb{R}^n \). Each hypothesis in \( \mathcal{H}_{\text{Gauss}} \) corresponds to a particular choice for the parameter vector \( \mathbf{w} \). Thus, instead of searching over \( \mathcal{H}_{\text{Gauss}} \) to find a good hypothesis, we can search over the Euclidean space \( \mathbb{R}^n \). Highly developed methods for searching over the space \( \mathbb{R}^n \), for a wide range of values for \( n \), are provided by numerical linear algebra [46].

\[
\hat{y} = h(w)(x) \in \mathcal{H}^{(2)}_{\text{Gauss}}
\]

Figure 3.5: The true relation \( x \mapsto y \) (blue) between feature \( x \) and label \( y \) of data points is highly non-linear. Therefore it seems reasonable to predict the label using a non-linear hypothesis map \( h^{(w)}(x) \in \mathcal{H}^{(2)}_{\text{Gauss}} \) with some parameter vector \( w \in \mathbb{R}^2 \).

### 3.6 Logistic Regression

Logistic regression is a ML method that allows to classify data points according to two categories. Thus, logistic regression is a binary classification method that can be applied to data points characterized by feature vectors \( \mathbf{x} \in \mathbb{R}^n \) (feature space \( \mathcal{X} = \mathbb{R}^n \)) and binary labels \( y \). These binary labels take on values from a label space that contains two different label values. Each of these two label values represents one of the two categories to which the data points can belong.

It is convenient to use the label space \( \mathcal{Y} = \mathbb{R} \) and encode the two label values as \( y = 1 \) and \( y = -1 \). However, it is important to note that logistic regression can be used with an arbitrary label space which contains two different elements. Another popular choice for the label space is \( \mathcal{Y} = \{0, 1\} \). Logistic regression learns a hypothesis out of the hypothesis space \( \mathcal{H}^{(n)} \) (see (3.1)). Note that logistic regression uses the same hypothesis space as linear regression (see Section 3.1).

At first sight, it seems wasteful to use a linear hypothesis \( h(\mathbf{x}) = \mathbf{w}^T \mathbf{x} \), with some parameter vector \( \mathbf{w} \in \mathbb{R}^n \), to predict a binary label \( y \). Indeed, while the prediction \( h(\mathbf{x}) \) can take any real number, the label \( y \in \{-1, 1\} \) takes on only one of the two real numbers 1 and \(-1\).
It turns out that even for binary labels it is quite useful to use a hypothesis map \( h \) which can take on arbitrary real numbers. We can always obtain a predicted label \( \hat{y} \in \{-1, 1\} \) by comparing hypothesis value \( h(x) \) with a threshold. A data point with features \( x \), is classified as \( \hat{y} = 1 \) if \( h(x) \geq 0 \) and \( \hat{y} = -1 \) for \( h(x) < 0 \). Thus, we use the sign of the hypothesis \( h \) to determine the classification result, which is the prediction \( \hat{y} \in \mathcal{Y} \) for the true label \( y \in \mathcal{Y} \). The absolute value \( |h(x)| \) is then used to quantify the reliability of (confidence in) the classification \( \hat{y} \).

Consider two data points with feature vectors \( x^{(1)}, x^{(2)} \) and a linear classifier map \( h \) yielding the function values \( h(x^{(1)}) = 1/10 \) and \( h(x^{(2)}) = 100 \). Whereas the predictions for both data points result in the same label predictions, i.e., \( \hat{y}^{(1)} = \hat{y}^{(2)} = 1 \), the classification of the data point with feature vector \( x^{(2)} \) seems to be much more reliable.

Logistic regression uses the logistic loss (2.12) to assess the quality of a particular hypothesis \( h(w) \in \mathcal{H}^{(n)} \). In particular, given some labeled training set \( D = \{x^{(i)}, y^{(i)}\}_{i=1}^m \), logistic regression tries to minimize the empirical risk (average logistic loss)

\[
\hat{L}(w|D) = \frac{1}{m} \sum_{i=1}^m \log(1 + \exp(-y^{(i)}h(w)(x^{(i)})))
\]

\[
h(w)(x) = w^T x \quad (1/m) \sum_{i=1}^m \log(1 + \exp(-y^{(i)}w^T x^{(i)})).
\]  

(3.16)

Once we have found the optimal parameter vector \( \hat{w} \), which minimizes (3.16), we can classify any data point solely based on its features \( x \). Indeed, we just need to evaluate the hypothesis \( h(\hat{w}) \) for the features \( x \) to obtain the predicted label

\[
\hat{y} = \begin{cases} 
1 & \text{if } h(\hat{w})(x) \geq 0 \\
-1 & \text{otherwise}
\end{cases}
\]

(3.17)

Since \( h(\hat{w})(x) = (\hat{w})^T x \) (see (3.1)), the classifier (3.17) amounts to testing whether \( (\hat{w})^T x \geq 0 \) or not.

The classifier (3.17) partitions the feature space \( \mathcal{X} = \mathbb{R}^n \) into two half-spaces \( \mathcal{R}_1 = \{x : (\hat{w})^T x \geq 0\} \) and \( \mathcal{R}_{-1} = \{x : (\hat{w})^T x < 0\} \) which are separated by the hyperplane \( (\hat{w})^T x = 0 \) (see Figure 2.9). Any data point with features \( x \in \mathcal{R}_1 \) (\( x \in \mathcal{R}_{-1} \)) is classified as \( \hat{y} = 1 \) (\( \hat{y} = -1 \)).

Logistic regression can be interpreted as a statistical estimation method for a particular probabilistic model for the data points. This probabilistic model interprets the label \( y \in \mathbb{R} \).
\{-1, 1\} of a data point as a RV with the probability distribution

\[
p(y = 1; \mathbf{w}) = \frac{1}{1 + \exp(-\mathbf{w}^T \mathbf{x})}
\]

\[h^{(\mathbf{w})}(\mathbf{x}) = \frac{1}{1 + \exp(-h^{(\mathbf{w})}(\mathbf{x}))}).\]  

(3.18)

As the notation indicates, the probability (3.18) is parametrized by the parameter vector \(\mathbf{w}\) of the linear hypothesis

\[h^{(\mathbf{w})}(\mathbf{x}) = \mathbf{w}^T \mathbf{x}\].

Given the probabilistic model (3.18), we can interpret the classification (3.17) as choosing \(\hat{y}\) to maximize the probability \(p(y = \hat{y}; \mathbf{w})\).

Since \(p(y = 1) + p(y = -1) = 1\),

\[
p(y = -1) = 1 - p(y = 1) = 1 - \frac{1}{1 + \exp(-\mathbf{w}^T \mathbf{x})} = \frac{1}{1 + \exp(\mathbf{w}^T \mathbf{x})}.
\]

(3.19)

In practice we do not know the parameter vector in (3.18). Rather, we have to estimate the parameter vector \(\mathbf{w}\) in (3.18) from observed data points. A principled approach to estimate the parameter vector is to maximize the probability (or likelihood) of actually obtaining the dataset \(\mathcal{D} = \{(\mathbf{x}^{(i)}, y^{(i)})\}_{i=1}^{m}\) as realizations of iid data points whose labels are distributed according to (3.18). This yields the maximum likelihood estimator

\[
\hat{\mathbf{w}} = \arg\max_{\mathbf{w} \in \mathbb{R}^n} p(\{y^{(i)}\}_{i=1}^{m})
\]

\[
y^{(i)\text{iid}} = \arg\max_{\mathbf{w} \in \mathbb{R}^n} \prod_{i=1}^{m} p(y^{(i)})
\]

(3.18), (3.19)

\[
\hat{\mathbf{w}} = \arg\max_{\mathbf{w} \in \mathbb{R}^n} \prod_{i=1}^{m} 1/(1 + \exp(-y^{(i)} \mathbf{w}^T \mathbf{x}^{(i)}))).
\]

(3.20)

Note that the last expression (3.20) is only valid if we encode the binary labels using the values 1 and −1. Using different label values results in a different expression.

Maximizing a positive function \(f(\mathbf{w}) > 0\) is equivalent to maximizing \(\log f(\mathbf{w})\),

\[
\arg\max_{\mathbf{w} \in \mathbb{R}^n} f(\mathbf{w}) = \arg\max_{\mathbf{w} \in \mathbb{R}^n} \log f(\mathbf{w}).
\]
Therefore, (3.20) can be further developed as
\[
\hat{w} = \text{argmax}_{w \in \mathbb{R}^n} \sum_{i=1}^{m} -\log(1 + \exp(-y^{(i)} w^T x^{(i)}))
\]
\[
= \text{argmin}_{w \in \mathbb{R}^n} (1/m) \sum_{i=1}^{m} \log(1 + \exp(-y^{(i)} w^T x^{(i)})). \tag{3.21}
\]

Comparing (3.21) with (3.16) reveals that logistic regression is nothing but maximum likelihood estimation of the parameter vector \( w \) in the probabilistic model (3.18).

### 3.7 Support Vector Machines

SVMs are a family of ML methods for learning a hypothesis to predict a binary label \( y \) of a data point based on its features \( x \). Without loss of generality we consider binary labels taking values in the label space \( Y = \{-1, 1\} \). A SVM uses the linear hypothesis space (3.1) which consists of linear maps \( h(x) = w^T x \) with some parameter vector \( w \in \mathbb{R}^n \). Thus, the SVM uses the same hypothesis space as linear regression and logistic regression which we have discussed in Section 3.1 and Section 3.6, respectively. What sets the SVM apart from these other methods is the choice of loss function.

Different instances of a SVM are obtained by using different constructions for the features of a data point. Kernel SVMs use the concept of a kernel map to construct (typically high-dimensional) features (see Section 3.9 and [81]). In what follows, we assume the feature construction has been solved and we have access to a feature vector \( x \in \mathbb{R}^n \) for each data point.

Figure 3.6 depicts a dataset \( D \) of labeled data points, each characterized by a feature vector \( x^{(i)} \in \mathbb{R}^2 \) (used as coordinates of a marker) and a binary label \( y^{(i)} \in \{-1, 1\} \) (indicated by different marker shapes). We can partition dataset \( D \) into two classes
\[
C^{(y=1)} = \{x^{(i)} : y^{(i)} = 1\}, \text{ and } C^{(y=-1)} = \{x^{(i)} : y^{(i)} = -1\}. \tag{3.22}
\]

The SVM tries to learn a linear map \( h(w)(x) = w^T x \) that perfectly separates the two classes in the sense of
\[
h(x^{(i)}) > 0 \text{ for } x^{(i)} \in C^{(y=1)} \text{ and } h(x^{(i)}) < 0 \text{ for } x^{(i)} \in C^{(y=-1)}. \tag{3.23}
\]
We refer to a dataset, whose data points have binary labels, as linear separable if we can find at least one linear map that separates in the sense of (3.23). The dataset in Figure 3.6 is linearly separable.

As can be verified easily, any linear map \( h(w)(x) = w^T x \) achieving zero average hinge loss (2.11) on the dataset \( D \) perfectly satisfies this dataset (3.23). It seems reasonable to learn a linear map by minimizing the average hinge loss (2.11). However, one drawback of this approach is that there might be (infinitely) many different linear maps that achieve zero average hinge loss and, in turn, perfectly separate the data points in Figure 3.6. Indeed, consider a linear map \( h(w) \) that achieves zero average hinge loss for the \( D \) in Figure 3.6 (and therefore perfectly separates it). Then, any other linear map \( h(w') \) with weights \( w' = \lambda w \), using an arbitrary number \( \lambda > 1 \) also achieves zero average hinge loss (and perfectly separates the dataset).

Neither the separability requirement (3.23) nor the hinge loss (2.11) are sufficient as a sole training criterion. Indeed, there are many (if not most) datasets that are not linearly separable. Even for a linearly separable dataset (such as the one Figure 3.6), there are infinitely many linear maps with zero average hinge loss. Which one of these infinitely many different maps should we use? To settle these issues, the SVM uses a “regularized” hinge loss,

\[
L((x, y), h(w)) := \max \{0, 1 - y \cdot h(w)(x)\} + \lambda \|w\|_2^2
\]

The loss (3.7) augments the hinge loss (2.11) by the term \( \lambda \|w\|_2^2 \). This term is the scaled (by \( \lambda > 0 \)) squared Euclidean norm of the weights \( w \) of the linear hypothesis \( h \) used to classify data points. Adding the penalty term \( \lambda \|w\|_2^2 \) to the hinge loss (2.11) is an instance of regularization (see Chapter 7).

The loss favours linear maps \( h(w) \) that are robust against (small) perturbations of the data points. The tuning parameter \( \lambda \) in (3.7) controls the strength of this regularization effect and might therefore also be referred to as a regularization parameter. We will discuss regularization on a more general level in Chapter 7.

Let us now develop a useful geometric interpretation of the linear hypothesis obtained by minimizing the loss function (3.7). According to [81, Chapter 2], a classifier \( h(w_{SVM}) \) that minimizes the average loss (3.7), maximizes the distance (margin) \( \xi \) between its decision boundary and each of the two classes \( C(y=1) \) and \( C(y=-1) \) (see (3.22)). The decision boundary
is given by the set of feature vectors $\mathbf{x}$ satisfying $\mathbf{w}_{SVM}^T \mathbf{x} = 0$.

Making the margin as large as possible is reasonable as it ensures that the resulting classifications are robust against small perturbations of the features (see Section 7.2). As depicted in Figure 3.6, the margin between the decision boundary and the classes $C_1$ and $C_2$ is typically determined by few data points (such as $\mathbf{x}^{(6)}$ in Figure 3.6) which are closest to the decision boundary. These data points have minimum distance to the decision boundary and are referred to as support vectors.

![Figure 3.6: The SVM learns a hypothesis (or classifier) $h^{(w)}$ with minimum average soft-margin hinge loss (3.7). Minimizing this loss is equivalent to maximizing the margin $\xi$ between the decision boundary of $h^{(w)}$ and each class of the training set.](image)

We highlight that both, the SVM and logistic regression use the same hypothesis space of linear maps. Both methods learn a linear classifier $h^{(w)} \in \mathcal{H}^{(n)}$ (see (3.1)) whose decision boundary is a hyperplane in the feature space $\mathcal{X} = \mathbb{R}^n$ (see Figure 2.9). The difference between SVM and logistic regression is in their choice for the loss function used to evaluate the quality of a hypothesis $h^{(w)} \in \mathcal{H}^{(n)}$.

The hinge loss (2.11) is a (in some sense optimal) convex approximation to the 0/1 loss (2.9). Thus, we expect the classifier obtained by the SVM to yield a smaller classification error probability $p(\hat{y} \neq y)$ (with $\hat{y} = 1$ if $h(\mathbf{x}) \geq 0$ and $\hat{y} = -1$ otherwise) compared to logistic regression which uses the logistic loss (2.12). Note that using hinge loss ensures some level of robustness of the resulting ML method. Indeed, a hypothesis with maximum margin is maximally robust against perturbations of the feature vectors of data points. Section 7.2 discusses the importance of robustness in ML methods in more detail.

The statistical superiority (in terms of robustness) of the SVM comes at the cost of increased computational complexity. The hinge loss (2.11) is non-differentiable which prevents the use of simple gradient-based methods (see Chapter 5) and requires more advanced optimization methods. In contrast, the logistic loss (2.12) is convex and differentiable. Logistic
regression allows for the use of gradient-based methods to minimize the average logistic loss incurred on a training set (see Chapter 5).

3.8 Bayes Classifier

Consider data points characterized by features $x \in \mathcal{X}$ and some binary label $y \in \mathcal{Y}$. We can use any two different label values but let us assume that the two possible label values are $y = -1$ or $y = 1$. We would like to find (or learn) a classifier $h : \mathcal{X} \rightarrow \mathcal{Y}$ such that the predicted (or estimated) label $\hat{y} = h(x)$ agrees with the true label $y \in \mathcal{Y}$ as much as possible. Thus, it is reasonable to assess the quality of a classifier $h$ using the 0/1 loss (2.9). We could then learn a classifier using the ERM with the loss function (2.9). However, the resulting optimization problem is typically intractable since the loss (2.9) is non-convex and non-differentiable.

Instead of solving the (intractable) ERM for 0/1 loss (2.9), we can take a different route to construct a classifier. This construction is based on a simple probabilistic model for data. Using this model, we can interpret the average 0/1 loss incurred by a hypothesis on a training set as an approximation to the probability $p_{err} = p(y \neq h(x))$. Any classifier $\hat{h}$ that minimizes the error probability $p_{err}$, which is the expected 0/1 loss, is referred to as a Bayes estimator. Section 4.5 will discuss ML methods using Bayes estimator in more detail.

Let us derive the Bayes estimator for the special case of a binary classification problem. Here, data points are characterized by features $x$ and label $y \in \{-1, 1\}$. Elementary probability theory allows to derive the Bayes estimator, which is the hypothesis minimizing the expected 0/1 loss, as

$$
\hat{h}(x) = \begin{cases} 
1 & \text{if } p(y = 1|x) > p(y = -1|x) \\
-1 & \text{otherwise}. 
\end{cases}
$$

(3.25)

Note that the Bayes estimator (3.25) depends on the probability distribution $p(x, y)$ underlying the data points. We obtain different Bayes estimators for different probabilistic models. One widely used probabilistic model results in a Bayes estimator that belongs to the linear hypothesis space (3.1). Note that this hypothesis space underlies also logistic regression (see Section 3.6) and the SVM (see Section 3.7). Thus, logistic regression, SVM and Bayes estimator are all examples of a linear classifier (see Figure 2.9).

\[\text{95}\]
A linear classifier partitions the feature space $\mathcal{X}$ into two half-spaces. One half-space consists of all feature vectors $\mathbf{x}$ which result in the predicted label $\hat{y} = 1$ and the other half-space constituted by all feature vectors $\mathbf{x}$ which result in the predicted label $\hat{y} = -1$. The family of ML methods that learn a linear classifier differ in their choices for the loss functions used to assess the quality of these half-spaces.

### 3.9 Kernel Methods

Consider a ML (classification or regression) problem with an underlying feature space $\mathcal{X}$. In order to predict the label $y \in \mathcal{Y}$ of a data point based on its features $\mathbf{x} \in \mathcal{X}$, we apply a predictor $h$ selected out of some hypothesis space $\mathcal{H}$. Let us assume that the available computational infrastructure only allows us to use a linear hypothesis space $\mathcal{H}^{(n)}$ (see (3.1)).

For some applications, using a linear hypothesis $h(\mathbf{x}) = \mathbf{w}^T \mathbf{x}$ is not suitable since the relation between features $\mathbf{x}$ and label $y$ might be highly non-linear. One approach to extend the capabilities of linear hypotheses is to transform the raw features of a data point before applying a linear hypothesis $h$.

The family of kernel methods is based on transforming the features $\mathbf{x}$ to new features $\tilde{\mathbf{x}} \in \mathcal{X}^\prime$ which belong to a (typically very) high-dimensional space $\mathcal{X}^\prime$ \[^{81}\]. It is not uncommon that, while the original feature space is a low-dimensional Euclidean space (e.g., $\mathcal{X} = \mathbb{R}^2$), the transformed feature space $\mathcal{X}^\prime$ is an infinite-dimensional function space.

The rationale behind transforming the original features into a new (higher-dimensional) feature space $\mathcal{X}^\prime$ is to reshape the intrinsic geometry of the feature vectors $\mathbf{x}^{(i)} \in \mathcal{X}$ such that the transformed feature vectors $\tilde{\mathbf{x}}^{(i)}$ have a “simpler” geometry (see Figure 3.7).

Kernel methods are obtained by formulating ML problems (such as linear regression or logistic regression) using the transformed features $\tilde{\mathbf{x}} = \phi(\mathbf{x})$. A key challenge within kernel methods is the choice of the feature map $\phi : \mathcal{X} \rightarrow \mathcal{X}^\prime$ which maps the original feature vector $\mathbf{x}$ to a new feature vector $\tilde{\mathbf{x}} = \phi(\mathbf{x})$. 
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Figure 3.7: The data set $\mathcal{D} = \{(x^{(i)}, y^{(i)})\}_{i=1}^{5}$ consists of 5 data points with features $x^{(i)}$ and binary labels $y^{(i)}$. Left: In the original feature space $\mathcal{X}$, the data points cannot be separated perfectly by any linear classifier Right: The feature map $\phi : \mathcal{X} \rightarrow \mathcal{X}'$ transforms the features $x^{(i)}$ to the new features $\hat{x}^{(i)} = \phi(x^{(i)})$ in the new feature space $\mathcal{X}'$. In the new feature space $\mathcal{X}'$ the data points can be separated perfectly by a linear classifier.

3.10 Decision Trees

A decision tree is a flowchart-like description of a map $h : \mathcal{X} \rightarrow \mathcal{Y}$ which maps the features $x \in \mathcal{X}$ of a data point to a predicted label $h(x) \in \mathcal{Y}$ [57]. While we can use decision trees for an arbitrary feature space $\mathcal{X}$ and label space $\mathcal{Y}$, we will discuss them for the particular feature space $\mathcal{X} = \mathbb{R}^2$ and label space $\mathcal{Y} = \mathbb{R}$.

Figure 3.8 depicts an example for a decision tree. A decision tree, consists of nodes which are connected by directed edges. We can think of a decision tree, as a step-by-step instruction, or a “recipe”, for how to compute the function value $h(x)$ given the features $x \in \mathcal{X}$ of a data point. This computation starts at the “root” node and ends at one of the “leaf” nodes of the decision tree.

A leaf node $\hat{y}$, which does not have any outgoing edges, represents a decision region $R_{\hat{y}} \subseteq \mathcal{X}$ in the feature space. The hypothesis $h$ associated with a decision tree, is constant over the regions $R_{\hat{y}}$, such that $h(x) = \hat{y}$ for all $x \in R_{\hat{y}}$ and some label value $\hat{y} \in \mathbb{R}$.

The nodes in a decision tree are of two different types,

- decision (or test) nodes, which represent particular “tests” about the feature vector $x$, e.g., “is the norm of $x$ larger than 10?”).
- leaf nodes, which correspond to subsets of the feature space.

The particular decision tree, depicted in Figure 3.8 consists of two decision nodes (including
the root node) and three leaf nodes.

Given limited computational resources, we can only use decision trees with a limited depth. The depth of a decision tree, is the maximum number of hops it takes to reach a leaf node starting from the root and following the arrows. The decision tree, depicted in Figure 3.8 has depth 2. We obtain an entire hypothesis space by collecting all hypothesis maps that are obtained from the decision tree in Figure 3.8 with some vectors \( u \) and \( v \), some positive radius \( w > 0 \). The resulting hypothesis space is parametrized by the vectors \( u \), \( v \) and the number \( w \).

To assess the quality of a particular decision tree, we can use various loss functions. Examples of loss functions used to measure the quality of a decision tree, are the squared error loss for numeric labels (regression) or the impurity of individual decision region for categorical labels (classification).

Decision tree methods use as a hypothesis space the set of all hypotheses which represented by a family of decision trees. Figure 3.9 depicts a collection of decision trees which are characterized by having depth at most two. More generally, we can construct a collection of decision trees using a fixed set of “elementary tests” on the input feature vector such as \( \|x\| > 3 \), \( x_3 < 1 \). These tests might also involve a continuous (real-valued) parameter such as \( \{x_2 > w\} \) \( w \in [0, 10] \). We then build a hypothesis space by considering all decision trees not exceeding a maximum depth and whose decision nodes carry out one of the elementary tests.

A decision tree represents a hypothesis \( h : \mathcal{X} \rightarrow \mathcal{Y} \), which is piecewise-constant over regions of the feature space \( \mathcal{X} \). These non-overlapping decision regions partition the feature space into subsets that are all mapped to the same predicted label. Each leaf node of a decision tree corresponds to one particular decision region. Using large decision trees with many test nodes, we can learn a hypothesis with many different decision regions. These decision regions
can be chosen such they perfectly align with a given labeled dataset (see Figure 3.10).

The hypothesis space spanned by sufficiently large (deep) decision tree allows to approximate any given non-linear map (under mild technical conditions such as Lipschitz continuity). This is quite different from ML methods using the linear hypothesis space (3.1), such as linear regression, logistic regression or the SVM. These methods learn linear hypothesis maps with a rather simple geometry. Indeed, a linear map is constant along hyperplanes. Moreover, the decision regions obtained from linear classifiers are always entire half-spaces (see Figure 2.9).

Figure 3.10: Using a sufficiently large (deep) decision tree, we can construct a map $h$ that perfectly fits any given labeled dataset $\{(x^{(i)}, y^{(i)})\}_{i=1}^m$ such that $h(x^{(i)}) = y^{(i)}$ for $i = 1, \ldots, m.$
3.11 Deep Learning

Another example of a hypothesis space uses a signal-flow representation of a hypothesis $h : \mathbb{R}^n \rightarrow \mathbb{R}$. This signal-flow representation is referred to as a ANN. As the name indicates, an ANN is a network of interconnected elementary computational units. These computational units might be referred to as artificial neurons or just neurons.

Figure 3.11 depicts the simplest possible ANN that consists of a single neuron. The neuron computes a weighted sum of the inputs and then applies an activation function $\sigma(z)$ to produce the output $\sigma(z)$. The $j$-th input of a neuron is assigned a parameter or weight $w_j$. For a given choice of weights the ANN in Figure 3.11 represents a hypothesis map $h(w)(x) = \sigma(z) = \sigma( \sum_j w_j x_j )$.

The ANN in Figure 3.11 defines a hypothesis space that is constituted by all maps $h(w)$ obtained for different choices for the weights $w$ in Figure 3.11. Note that the single-neuron ANN in Figure 3.11 reduces to a linear map when we use the activation function $\sigma(z) = z$. However, even when we use a non-linear activation function in Figure 3.11, the resulting hypothesis space is essentially the same as the space of linear maps (3.1). In particular, if we threshold the output of the ANN in Figure 3.11 to obtain a binary label, we will always obtain a linear classifier like logistic regression and SVM (see Section 3.6 and Section 3.7).

Deep learning methods use ANN consisting of many (thousands to millions) interconnected neurons [48]. The interconnections between neurons can be arbitrary in general. However, it turns out to be beneficial to organize neurons as layers and only connect neurons in consecutive layers [48]. Figure 3.12 depicts an example for a ANN consisting of

---

Figure 3.11: ANN consisting of a single neuron that implements a weighted summation $z = \sum_j w_j x_j$ of its inputs $x_j$ followed by applying a non-linear activation function $\sigma(z)$.
one hidden layer to represent a (parametrized) hypothesis \( h^{(w)} : \mathbb{R}^n \rightarrow \mathbb{R} \). The first layer

\[
\begin{align*}
\text{input layer} & \quad \text{hidden layer} & \quad \text{output layer} \\
\end{align*}
\]

of the ANN in Figure 3.12 is referred to as the input layer. The input layer reads in the feature vector \( \mathbf{x} \in \mathbb{R}^n \) of a data point. The features \( x_j \) are then multiplied with the weights \( w_{j,j'} \) associated with the link between the \( j \)th input node ("neuron") with the \( j' \)th node in the middle (hidden) layer. The output of the \( j' \)th node in the hidden layer is given by \( s_{j'} = \sigma(\sum_{j=1}^{n} w_{j,j'} x_j) \) with some (typically non-linear) activation function \( \sigma : \mathbb{R} \rightarrow \mathbb{R} \). The input to the activation function is the weighted combination \( \sum_{j=1}^{n} w_{j,j'} s_{j'} \) of the outputs \( s_j \) of the nodes in the previous layer. For the ANN depicted in Figure 3.12, the output of neuron \( s_1 \) is \( \sigma(z) \) with \( z = w_{1,1}x_1 + w_{1,2}x_2 \).

The hypothesis map represented by an ANN is parametrized by the weights of the connections between neurons. Moreover, the resulting hypothesis map depends also on the choice for the activation functions of the individual neurons. These activation function are a design choice that can be adapted to the statistical properties of the data. However, a few particular choices for the activation function have proven useful in many important application domains. Two popular choices for the activation function used within ANNs are the sigmoid function \( \sigma(z) = \frac{1}{1+\exp(-z)} \) or the rectified linear unit (ReLU) \( \sigma(z) = \max\{0, z\} \). ANNs using many, say 10, hidden layers, is often referred to as a “deep net”. ML methods
using hypothesis spaces obtained from deep ANN (deep net)s are known as deep learning methods [48].

It can be shown that an ANN with only one single (but arbitrarily large) hidden layer can approximate any given map $h : \mathcal{X} \to \mathcal{Y} = \mathbb{R}$ to any desired accuracy [28]. Deep learning methods often use a ANN with a relatively large number (more than hundreds) of hidden layers. We refer to a ANN with a relatively large number of hidden layers as a deep net.

There is empirical and theoretical evidence that using many hidden layers, instead of few but wide layers, is computationally and statistically favourable [33, 113] and [48, Ch. 6.4.1.]. The hypothesis map $h^{(w)}$ represented by an ANN can be evaluated (to obtain the predicted label at the output) efficiently using message passing over the ANN. This message passing can be implemented using parallel and distributed computers. Moreover, the graphical representation of a parametrized hypothesis in the form of a ANN allows us to efficiently compute the gradient of the loss function via a (highly scalable) message passing procedure known as back-propagation [48]. Being able to quickly compute gradients is instrumental for the efficiency of gradient based methods for learning a good choice for the ANN weights (see Chapter 5).

### 3.12 Maximum Likelihood

For many applications it is useful to model the observed data points $z^{(i)}$, with $i = 1, \ldots, m$, as iid realizations of a RV $z$ with probability distribution $p(z; w)$. This probability distribution is parametrized by a parameter vector $w \in \mathbb{R}^n$. A principled approach to estimating the parameter vector $w$ based on a set of iid realizations $z^{(1)}, \ldots, z^{(m)} \sim p(z; w)$ is maximum likelihood estimation [84].

Maximum likelihood estimation can be interpreted as an ML problem with a hypothesis space parametrized by the parameter vector $w$. Each element $h^{(w)}$ of the hypothesis space $\mathcal{H}$ corresponds to one particular choice for the parameter vector $w$. Maximum likelihood methods use the loss function

$$L(z, h^{(w)}) := -\log p(z; w).$$

(3.26)

A widely used choice for the probability distribution $p(z; w)$ is a multivariate normal (Gaussian) distribution with mean $\mu$ and covariance matrix $\Sigma$, both of which constitute the parameter vector $w = (\mu, \Sigma)$ (we have to reshape the matrix $\Sigma$ suitably into a vector form).
Given the iid realizations \( z^{(1)}, \ldots, z^{(m)} \sim p (z; w) \), the maximum likelihood estimates \( \hat{\mu}, \hat{\Sigma} \) of the mean vector and the covariance matrix are obtained via

\[
\hat{\mu}, \hat{\Sigma} = \arg\min_{\mu \in \mathbb{R}^n, \Sigma \in \mathbb{S}_+^n} \frac{1}{m} \sum_{i=1}^{m} - \log p(z^{(i)}; (\mu, \Sigma)).
\] (3.27)

The optimization in (3.27) is over all possible choices for the mean vector \( \mu \in \mathbb{R}^n \) and the covariance matrix \( \Sigma \in \mathbb{S}_+^n \). Here, \( \mathbb{S}_+^n \) denotes the set of all psd Hermitian \( n \times n \) matrices.

The maximum likelihood problem (3.27) can be interpreted as an instance of ERM (4.3) using the particular loss function (3.26). The resulting estimates are given explicitly as

\[
\hat{\mu} = \frac{1}{m} \sum_{i=1}^{m} z^{(i)}, \quad \text{and} \quad \hat{\Sigma} = \frac{1}{m} \sum_{i=1}^{m} (z^{(i)} - \hat{\mu})(z^{(i)} - \hat{\mu})^T.
\] (3.28)

Note that the expressions (3.28) are only valid when the probability distribution of the data points is modelled as a multivariate normal distribution.

### 3.13 Nearest Neighbour Methods

Nearest neighbour (NN) methods are a family of ML methods that are characterized by a specific construction of the hypothesis space. NN methods can be applied to regression problems involving numeric labels (e.g., using label space \( \mathcal{Y} = \mathbb{R} \)) as well as for classification problems involving categorical labels (e.g., with label space \( \mathcal{Y} = \{-1, 1\} \)).

While NN methods can be combined with arbitrary label spaces, they require the feature space to have a specific structure. NN methods require the feature space be a metric space \[\text{[118]}\] that provides a measure for the distance between different feature vectors. We need a metric or distance measure to determine the nearest neighbour of a data point. A prominent example for a metric feature space is the Euclidean space \( \mathbb{R}^n \). The metric of \( \mathbb{R}^n \) given by the Euclidean distance \( \|x - x'\| \) between two vectors \( x, x' \in \mathbb{R}^n \).

Consider a training set \( \mathcal{D} = \{(x^{(i)}, y^{(i)})\}_{i=1}^{m} \) that consists of labeled data points. Thus, for each data point we know the features and the label value. Given such a training set, NN methods construct a hypothesis space that consist of piece-wise constant maps \( h : \mathcal{X} \rightarrow \mathcal{Y} \). For any hypothesis \( h \) in that space, the function value \( h(x) \) depends only on the (labels of the) \( k \) nearest data points (smallest distance to \( x \)) in the training set \( \mathcal{D} \). The number \( k \) of NNs used to determine the function value \( h(x) \) is a hyper-parameter of the NN method. NN methods are also referred to as \( k \)-NN methods to make their dependence on the parameter
Let us illustrate NN methods by considering a binary classification problem using an uneven number for $k$ (e.g., $k = 3$ or $k = 5$). The goal is to learn a hypothesis that predicts the binary label $y \in \{-1, 1\}$ of a data point based on its feature vector $x \in \mathbb{R}^n$. This learning task can make use of a training set $\mathcal{D}$ containing $m > k$ data points with known labels. Given a data point with features $x$, denote by $\mathcal{N}^{(k)}$ a set of $k$ data points in $\mathcal{D}$ whose feature vectors have smallest distance to $x$. The number of data points in $\mathcal{N}^{(k)}$ whose label is 1 is denoted $m_{1}^{(k)}$ and those with label value $-1$ is denoted $m_{-1}^{(k)}$. The $k$-NN method “learns” a hypothesis $\hat{h}$ given by

$$
\hat{h}(x) = \begin{cases} 
1 & \text{if } m_{1}^{(k)} > m_{-1}^{(k)} \\
-1 & \text{otherwise}
\end{cases}
$$

(3.29)

It is important to note that, in contrast to the ML methods in Section 3.1 - Section 3.11, the hypothesis space of $k$-NN depends on a labeled dataset (training set) $\mathcal{D}$. As a consequence, $k$-NN methods need to access (and store) the training set whenever the compute a prediction (evaluate $h(x)$). To compute the prediction $h(x)$ for a data point with features $x$, $k$-NN needs to determine its NNs in the training set. When using a large training set this implies a large storage requirement for $k$-NN methods. Moreover, $k$-NN methods might be prone to revealing sensitive information with its predictions (see Exercise 3.9).

For a fixed $k$, NN methods do not require any parameter tuning. Such parameter tuning (or learning) is required linear regression, logistic regression and deep learning methods. In contrast, the hypothesis “learnt” by NN methods is characterized point-wise, for each possible value of features $x$, by the NN in the training set. Compared to the ML methods in Section 3.1 - Section 3.11 NN methods do not require to solve (challenging) optimization problems for model parameters. Beside their low computational requirements (put aside the memory requirements), NN methods are also conceptually appealing as natural approximations of Bayes estimators (see [26] and Exercise 3.10).

### 3.14 Deep Reinforcement Learning

Deep reinforcement learning (DRL) refers to a subset of ML problems and methods that revolve around the control of dynamic systems such as autonomous driving cars or cleaning robots [128, 136, 103]. A DRL problem involves data points that represent the states of a dynamic system at different time instants $t = 0, 1, \ldots$. The data points representing the state at some time instant $t$ is characterized by the feature vector $x^{(t)}$. The entries of this
Figure 3.13: A hypothesis map \( h \) for \( k \)-NN with \( k = 1 \) and feature space \( \mathcal{X} = \mathbb{R}^2 \). The hypothesis map is constant over regions (indicated by the coloured areas) located around feature vectors \( \mathbf{x}^{(i)} \) (indicated by a dot) of some data \( D = \{(\mathbf{x}^{(i)}, y^{(i)})\} \).

feature vector are the individual features of the state at time \( t \). These features might be obtained via sensors, onboard-cameras or other ML methods (that predict the location of the dynamic system). The label \( y^{(t)} \) of a data point might represent the optimal steering angle at time \( t \).

DRL methods learn a hypothesis \( h \) that delivers optimal predictions \( \hat{y}^{(t)} := h(\mathbf{x}^{(t)}) \) for the optimal steering angle \( y^{(t)} \). As their name indicates, DRL methods use hypothesis spaces obtained from a deep net (see Section 3.11). The quality of the prediction \( \hat{y}^{(t)} \) obtained from a hypothesis is measured by the loss \( L((\mathbf{x}^{(t)}, y^{(t)}), h) := -r^{(t)} \) with a reward signal \( r^{(t)} \). This reward signal might be obtained from a distance (collision avoidance) sensor or low-level characteristics of an on-board camera snapshot.

The (negative) reward signal \( -r^{(t)} \) typically depends on the feature vector \( \mathbf{x}^{(t)} \) and the discrepancy between optimal steering direction \( y^{(t)} \) (which is unknown) and its prediction \( \hat{y}^{(t)} := h(\mathbf{x}^{(t)}) \). However, what sets DRL methods apart from other ML methods such as linear regression (see Section 3.1) or logistic regression (see Section 3.6) is that they can evaluate the loss function only point-wise \( L((\mathbf{x}^{(t)}, y^{(t)}), h) \) for the specific hypothesis \( h \) that has been used to compute the prediction \( \hat{y}^{(t)} := h(\mathbf{x}^{(t)}) \) at time instant \( t \). This is fundamentally different from linear regression that uses the squared error loss (2.8) which can be evaluated for every possible hypothesis \( h \in \mathcal{H} \).
3.15 LinUCB

ML methods are instrumental for various recommender systems [85]. A basic form of a recommender system amount to chose at some time instant \( t \) the most suitable item (product, song, movie) among a finite set of alternatives \( a = 1, \ldots, A \). Each alternative is characterized by a feature vector \( \mathbf{x}^{(t,a)} \) that varies between different time instants.

The data points arising in recommender systems might represent time instants \( t \) at which recommendations are computed. The data point at time \( t \) is characterized by a feature vector

\[
\mathbf{x}^{(t)} = \left( (\mathbf{x}^{(t,1)})^T, \ldots, (\mathbf{x}^{(t,A)})^T \right)^T.
\]  

(3.30)

The feature vector \( \mathbf{x}^{(t)} \) is obtained by stacking the feature vectors of alternatives at time \( t \) into a single long feature vector. The label of the data point \( t \) is a vector of rewards \( \mathbf{y}^{(t)} := (r_1^{(t)}, \ldots, r_A^{(t)})^T \in \mathbb{R}^A \). The entry \( r_a^{(t)} \) represents the reward obtained by choosing (recommending) alternative \( a \) (with features \( \mathbf{x}^{(t,a)} \)) at time \( t \). We might interpret the reward \( r^{(t,a)} \) as an indicator if the customer actually buys the product corresponding to the recommended alternative \( a \).

The ML method LinUCB (the name seems to be inspired by the terms “linear” and “upper confidence bound” (UCB)) aims at learning a hypothesis \( h \) that allows to predict the rewards \( \mathbf{y}^{(t)} \) based on the feature vector \( \mathbf{x}^{(t)} \) (3.30). As its hypothesis space \( \mathcal{H} \), LinUCB uses the space of linear maps from the stacked feature vectors \( \mathbb{R}^{nA} \) to the space of reward vectors \( \mathbb{R}^A \). This hypothesis space can be parametrized by matrices \( \mathbf{W} \in \mathbb{R}^{A \times nA} \). Thus, LinUCB learns a hypothesis that computes predicted rewards via

\[
\hat{\mathbf{y}}^{(t)} := \mathbf{Wx}^{(t)}.
\]  

(3.31)

The entries of \( \hat{\mathbf{y}}^{(t)} = (\hat{r}_1^{(t)}, \ldots, \hat{r}_A^{(t)}) \) are predictions of the individual rewards \( r^{(t,a)} \). It seems natural to recommend at time \( t \) the alternative \( a \) whose predicted reward is maximum. However, it turns out that this approach is sub-optimal as it prevents the recommender system from learning the optimal predictor map \( \mathbf{W} \).

Loosely speaking, LinUCB tries out (explores) each alternative \( a \in \{1, \ldots, A\} \) sufficiently often to obtain a sufficient amount of training data for learning a good weight matrix \( \mathbf{W} \). At time \( t \), LinUCB chooses the alternative \( a^{(t)} \) that maximizes the quantity

\[
\hat{r}_a^{(t)} + R(t, a), \quad a = 1, \ldots, A.
\]  

(3.32)
We can think of the component $R(t,a)$ as a measure for the uncertainty in the reward obtained by action $a$. It is constructed such that (3.32) upper bounds the actual reward $r_a(t)$ with a prescribed level of confidence (or probability). The confidence term $R(t,a)$ depends on the feature vectors $x^{(t',a)}$ of the alternative $a$ at previous time instants $t' < t$. Thus, at each time instant $t$, LinUCB chooses the alternative $a$ that results in the largest upper confidence bound (UCB) (3.32) on the reward (hence the “UCB” in LinUCB). We refer to the relevant literature on sequential learning and decision-making for more details on the LinUCB method [85].

### 3.16 Exercises

**Exercise 3.1. Logistic loss and Accuracy.** Section 3.6 discussed logistic regression as a ML method that learns a linear hypothesis map by minimizing the logistic loss (3.16). The logistic loss has computationally pleasant properties as it is smooth and convex. However, in some applications we might be ultimately interested in the accuracy or (equivalently) the average 0/1 loss (2.9). Can we upper bound the average 0/1 loss using the average logistic loss incurred by a given hypothesis on a given training set?

**Exercise 3.2. Robustness Against Outliers.** Consider the dataset

$$\mathcal{D} = \{(x^{(1)}, y^{(1)}), \ldots, (x^{(m)}, y^{(m)})\}.$$ 

The $i$-th data point is characterized by the feature $x^{(i)} = i/m$ and label $y^{(i)} = i/m$. Linear regression learns a linear hypothesis $h^{(w)}(x) = w_1 x + w_2$, with parameter vector $w = (w_1, w_2)^T$ such that the average squared error loss $(1/m) \sum_{i=1}^m (y^{(i)} - h^{(i)}(x^{(i)}))^2$ is minimized. Let us denote the resulting (learnt) parameter vector as $\hat{w} = (\hat{w}_1, \hat{w}_2)^T$. Consider now that the original dataset is perturbed, resulting in a new dataset $\tilde{\mathcal{D}}$. The dataset $\tilde{\mathcal{D}}$ is obtained from $\mathcal{D}$ by replacing the first data point $(1/m, 1/m)$ with an outlier with feature value $x^{(o)} = c$ and label value $y^{(o)} = 0$. We then apply linear regression to this perturbed dataset which results in a parameter vector $\tilde{w}^{(o)} := (\tilde{w}_1^{(o)}, \tilde{w}_2^{(o)})^T$. Discuss the deviation between the parameter vectors $\hat{w}$ and $\tilde{w}^{(o)}$ as a function of the outlier feature value $c$.

**Exercise 3.3. How Many Neurons?** Consider a predictor map $h(x)$ which is piecewise linear and consisting of 1000 pieces. Assume we want to represent this map by an ANN using neurons with one hidden layer of neurons having a ReLU activation function. The
output layer consists of a single neuron with linear activation function. How many neurons must the ANN contain at least?

**Exercise 3.4. Effective Dimension of ANN.** Consider a ANN with \( n = 10 \) input neurons following by three hidden layers consisting of 4, 9 and 3 nodes. The three hidden layers are followed by the output layer consisting of a single neuron. Assume that all neurons use a linear activation function and no bias term. What is the effective dimension \( d_{\text{eff}}(\mathcal{H}) \) of the hypothesis space \( \mathcal{H} \) that consists of all hypothesis maps that can be obtained from this ANN.

**Exercise 3.5. Linear Classifiers.** Consider data points characterized by feature vectors \( \mathbf{x} \in \mathbb{R}^n \) and binary labels \( y \in \{-1, 1\} \). We are interested in finding a good linear classifier which is such that the feature vectors resulting in \( h(\mathbf{x}) = 1 \) is a half-space. Which of the methods discussed in this chapter aim at learning a linear classifier?

**Exercise 3.6. Data Dependent Hypothesis space.** Consider a ML application involving data points with features \( \mathbf{x} \in \mathbb{R}^6 \) and a numeric label \( y \in \mathbb{R} \). We learn a hypothesis by minimizing the average loss incurred on a training set \( \mathcal{D} = \{(\mathbf{x}^{(1)}, y^{(1)}), \ldots, (\mathbf{x}^{(m)}, y^{(m)})\} \). Which of the following ML methods uses a hypothesis space that depends on the dataset \( \mathcal{D} \)?

- logistic regression
- linear regression
- k-NN

**Exercise 3.7. Triangle.** Consider the ANN in Figure 3.12 using the ReLU activation function (see Figure 3.11). Show that there is a particular choice for the weights \( \mathbf{w} = (w_1, \ldots, w_9)^T \) such that the resulting hypothesis map \( h^{(\mathbf{w})}(x) \) is a triangle as depicted in Figure 3.14. Can you also find a choice for the weights \( \mathbf{w} = (w_1, \ldots, w_9)^T \) that produce the same triangle shape if we replace the ReLU activation function with the linear function \( \sigma(z) = 10 \cdot z \)?

**Exercise 3.8. Approximate Triangle with Gaussians.** Try to approximate the hypothesis map depicted in Figure 3.14 by an element of \( \mathcal{H}_{\text{Gauss}} \) (see (3.15)) using \( \sigma = 1/10 \), \( n = 10 \) and \( \mu_j = -1 + (2j/10) \).
Figure 3.14: A hypothesis map \( h : \mathbb{R} \to \mathbb{R} \) with the shape of a triangle.

Exercise 3.9. Privacy Leakage in \( k \)-NN  Consider a \( k \)-NN method for a binary classification problem. We use \( k = 1 \) and a given training set whose data points characterize humans. Each human is characterized by a feature vector and label that indicates sensitive information (e.g., some sickness). Assume that you have access to the feature vectors of the data points in the training set but not to their labels. Can you infer the label value of a data point in the training set based on the prediction that you obtained based on your feature vector?

Exercise 3.10. \( k \)-NN Approximates Bayes estimator  Consider a binary classification problem involving data points that are characterized by feature vectors \( x \in \mathbb{R}^n \) and binary labels \( y \in \{-1, 1\} \). We have access to a labeled training set \( \mathcal{D} \) of size \( m \). Show that the \( k \)-NN hypothesis (3.29) is obtained from the Bayes estimator (3.25) by approximating or estimating the conditional probability distribution \( p(x|y) \) via the density estimator [12, Sec. 2.5.2.]

\[
\hat{p}(x | y) := \frac{(k/m)}{\operatorname{vol}(R_k)}. \tag{3.33}
\]

Here, \( \operatorname{vol}(R) \) denotes the volume of a ball with radius \( R \) and \( R_k \) is the distance between \( x \) and the \( k \)th nearest feature vector of a data point in \( \mathcal{D} \).
Chapter 4

Empirical Risk Minimization

Figure 4.1: ML methods learn a hypothesis $h \in \mathcal{H}$ that incur small loss when predicting the label $y$ of a data point based on its features $x$. ERM approximates the expected loss or risk by the empirical risk (solid curve) incurred on a finite set of labeled data points (the training set). Note that we can compute the empirical risk based on the observed data points. However, to compute the risk we would need to know the underlying probability distribution which is rarely the case.

Chapter 2 discussed three components (see Figure 2.1):

- data points characterized by features $x \in \mathcal{X}$ and labels $y \in \mathcal{Y}$,
- a hypothesis space $\mathcal{H}$ of computationally feasible maps $h : \mathcal{X} \rightarrow \mathcal{Y}$,
and a loss function $L((x, y), h)$ that measures the discrepancy between the predicted label $h(x)$ and the true label $y$.

Ideally we would like to learn a hypothesis $h \in \mathcal{H}$ such that $L((x, y), h)$ is small for any data point $(x, y)$. However, to implement this informal goal we need to define what is meant precisely by “any data point”. Maybe the most widely used approach to the define the concept of “any data point” is the i.i.d. assumption.

The i.i.d. assumption interprets data points as realizations of iid RVs with a common probability distribution $p(x, y)$. The probability distribution $p(x, y)$ allows us to define the risk of a hypothesis $h$ as the expectation of the loss incurred by $h$ on (the realizations of) a random data point. We can interpret the risk of a hypothesis as a measure for its quality in predicting the label of “any data point”.

If we know the probability distribution $p(x, y)$ from which data points are drawn (iid), we can precisely determine the hypothesis with minimum risk. This optimal hypothesis, which is referred to as a Bayes estimator, can be read off almost directly from the posterior probability distribution $p(y|x)$ of the label $y$ given the features $x$ of a data point. The precise form of the Bayes estimator depends on the choice for the loss function. When using the squared error loss, the optimal hypothesis (or Bayes estimator) is given by the posterior mean $h(x) = \mathbb{E}\{y|x\}$.

In most ML application, we do not know the true underlying probability distribution $p(x, y)$ from which data points are generated. Therefore, we cannot compute the Bayes estimator exactly. However, we can approximately compute this estimator by replacing the exact probability distribution with an estimate or approximation. Section 4.5 discusses a specific ML method that implements this approach.

The risk of the Bayes estimator (which is the Bayes risk) provides a useful baseline against which we can compare the average loss incurred by a ML method on a set of data points. Section 6.6 shows how to diagnose ML methods by comparing its average loss of a hypothesis on a training set and its average loss on a validation set with a baseline.

Section 4.1 motivates ERM by approximating the risk using the empirical risk (or average loss) computed for a set of labeled (training) data points (see Figure 4.1). This approximation is justified by the law of large numbers which characterizes the deviation between averages of RVs and their expectation. Section 4.2 discusses the statistical and computational aspects of ERM. We then specialize the ERM for three particular ML methods arising from different combinations of hypothesis space and loss function. Section 4.3 discusses ERM for linear regression (see Section 3.1). Here, ERM amounts to minimizing a
differentiable convex function, which can be done efficiently using gradient-based methods (see Chapter 5).

We then discuss in Section 4.4 the ERM obtained for decision tree models. The resulting ERM problems becomes a discrete optimization problem which are typically much harder than convex optimization problems. We cannot apply gradient-based methods to solve the ERM for decision trees. To solve ERM for a decision tree, we essentially must try out all possible choices for the tree structure.

Section 4.5 considers the ERM obtained when learning a linear hypothesis using the 0/1 loss for classification problems. The resulting ERM amounts to minimizing a non-differentiable and non-convex function. Instead of applying optimization methods to solve this ERM instance, we will instead directly construct approximations of the Bayes estimator.

Section 4.6 decomposes the operation of ML methods into training periods and inference periods. The training period amounts to learning a hypothesis by solving the ERM on a given training set. The resulting hypothesis is then applied to new data points, which are not contained in the training set. This application of a learnt hypothesis to data points outside the training set is referred to as the inference period. Section 4.7 demonstrates how an online learning method can be obtained by solving the ERM sequentially as new data points come in. Online learning methods alternate between training and inference periods whenever new data is collected.

4.1 Approximating Risk by Empirical Risk

The data points arising in many important application domains can be modelled (or approximated) as realizations of iid RVs with a common (joint) probability distribution \( p(x, y) \) for the features \( x \) and label \( y \). The probability distribution \( p(x, y) \) used in this i.i.d. assumption allows us to define the expected loss or risk of a hypothesis \( h \in \mathcal{H} \) as

\[
\mathbb{E}\{L((x, y), h)\}.
\]

(4.1)

It seems reasonable to learn a hypothesis \( h \) such that its risk (4.1) is minimal,

\[
h^* := \arg\min_{h \in \mathcal{H}} \mathbb{E}\{L((x, y), h)\}.
\]

(4.2)

We refer to any hypothesis \( h^* \) that achieves the minimum risk (4.2) as a Bayes estimator. Note that the Bayes estimator \( h^* \) depends on both, the probability distribution \( p(x, y) \)
and the loss function. When using the squared error loss (2.8) in (4.2), the Bayes estimator $h^*$ is given by the posterior mean of $y$ given the features $x$ (see [108, Ch. 7]).

Risk minimization (4.2) cannot be used for the design of ML methods whenever we do not know the probability distribution $p(x, y)$. If we do not know the probability distribution $p(x, y)$, which is the rule for many ML applications, we cannot evaluate the expectation in (4.1). One exception to this rule is if the data points are synthetically generated by drawing realizations from a given probability distribution $p(x, y)$.

The idea of ERM is to approximate the expectation in (4.2) with an average loss (the empirical risk) incurred on a given set of data points (the “training set”),

$$D = \{(x^{(1)}, y^{(1)}), \ldots, (x^{(m)}, y^{(m)})\}.$$  

As discussed in Section 2.3.4, this approximation is justified by the law of large numbers. We obtain ERM by replacing the risk in the minimization problem (4.2) with the empirical risk (2.16),

$$\mathcal{H} = \arg\min_{h \in \mathcal{H}} \hat{L}(h|D) \overset{(2.16)}{=} \arg\min_{h \in \mathcal{H}} \left(1/m \right) \sum_{i=1}^{m} L((x^{(i)}, y^{(i)}), h).$$  

As the notation in (4.3) indicates there might be several different hypotheses that minimize $\hat{L}(h|D)$. We denote by $\hat{h}$ any of them. Mathematically, ERM (4.3) is just an instance of an optimization problem [14]. The optimization domain in (4.3) is the hypothesis space $\mathcal{H}$ of a ML method, the objective function (or cost function) is the empirical risk (2.16). ML methods that learn a hypothesis via ERM (4.3) are instances of optimization algorithms [132].

ERM (4.3) is a form of “learning by trial and error”. A (hypothetical) instructor (or supervisor) provides us the labels $y^{(i)}$ for the data points in $D$ which are characterized by features $x^{(i)}$. This dataset serves as a training set in the following sense. We use a current guess for a good hypothesis $h$ to predict the labels $\hat{y}^{(i)}$ of the data points in $D$ only from their features $x^{(i)}$. We then determine average loss $\hat{L}(h|D)$ that is incurred by the predictions $\hat{y}^{(i)} = h(x^{(i)})$. If the training error $\hat{L}(h|D)$ is too large, we try out another hypothesis map $h'$ different from $h$ with the hope of achieving a smaller training error $\hat{L}(h'|D)$.

We highlight that ERM (4.3) is motivated by the law of large numbers. The law of large numbers, in turn, is only useful if the data points generated within an ML application can
be well modelled as realizations of iid RVs. This i.i.d. assumption is one of the most widely
used working assumptions for the design and analysis of ML methods. However, there are
many important application domains involving data points that clearly violate this i.i.d.
assumption.

One example for non-i.i.d. data is time series data that consists of temporally ordered
(consecutive) data points [15, 87]. Each data point in a time series might represent a specific
time interval or single time instants. Another example for non-i.i.d. data arises in active
learning where ML methods actively choose (or query) new data points [25]. For a third
example of non-i.i.d. data, we refer to FL applications that involve collections (networks)
of data generators with different statistical properties [92, 69, 73, 141, 123]. A detailed
discussion of ML methods for non-i.i.d. data is beyond the scope of this book.

4.2 Computational and Statistical Aspects of ERM

Solving the optimization problem (4.3) provides two things. First, the minimizer \( \hat{h} \) is a
predictor which performs optimal on the training set \( \mathcal{D} \). Second, the corresponding objective
value \( \hat{L}(\hat{h} | \mathcal{D}) \) (the “training error”) can be used to estimate for the risk or expected loss of
\( \hat{h} \). However, as we will discuss in Chapter 7, for some datasets \( \mathcal{D} \), the training error \( \hat{L}(\hat{h} | \mathcal{D}) \)
obtained for \( \mathcal{D} \) can be very different from the expected loss (risk) of \( \hat{h} \) when applied to new
data points which are not contained in \( \mathcal{D} \).

The i.i.d. assumption implies that the training error \( \hat{L}(h | \mathcal{D}) \) is only a noisy approximation
of the risk \( \mathbb{E}\{L((x, y), h)\} \). The ERM solution \( \hat{h} \) is a minimizer of this noisy approximation
and therefore in general different from the Bayes estimator which minimizes the risk itself.
Even if the hypothesis \( \hat{h} \) delivered by ERM (4.3) has small training error \( \hat{L}(\hat{h} | \mathcal{D}) \), it might
have unacceptably large risk \( \mathbb{E}\{L((x, y), \hat{h})\} \). We refer to such a situation as overfitting and
will discuss techniques for detecting and avoiding it in Chapter 6.

Many important ML methods use hypotheses that are parametrized by a parameter
vector \( \mathbf{w} \). For each possible parameter vector, we obtain a hypothesis \( h^{(\mathbf{w})}(x) \). Such a
parametrization is used in linear regression methods which learn a linear hypothesis \( h^{(\mathbf{w})}(x) = \mathbf{w}^T x \) with some parameter vector \( \mathbf{w} \). Another example for such a parametrization is obtained
from ANNs with the weights assigned to inputs of individual (artificial) neurons (see Figure 3.12).

For ML methods that use a parametrized hypothesis \( h^{(\mathbf{w})}(x) \), we can reformulate the
optimization problem (4.3) as an optimization of the parameter vector,

$$\hat{w} = \arg\min_{w \in \mathbb{R}^n} f(w) := (1/m) \sum_{i=1}^{m} L((x^{(i)}, y^{(i)}), h^{(w)}) .$$

(4.4)

The objective function \( f(w) \) in (4.4) is the empirical risk \( \hat{L}(h^{(w)}|D) \) incurred by the hypothesis \( h^{(w)} \) when applied to the data points in the dataset \( D \). The optimization problems (4.4) and (4.3) are fully equivalent. Given the optimal parameter vector \( \hat{w} \) solving (4.4), the hypothesis \( h^{(\hat{w})} \) solves (4.3).

We highlight that the precise shape of the objective function \( f(w) \) in (4.4) depends on the parametrization of the hypothesis space \( \mathcal{H} \). The parametrization is the precise rule that assigns a hypothesis map \( h^{(w)} \) to a given parameter vector \( w \). The shape of \( f(w) \) depends also on the choice for the loss function \( L((x^{(i)}, y^{(i)}), h^{(w)}) \). As depicted in Figure 4.2, the different combinations of parametrized hypothesis space and loss function can result in objective functions with fundamentally different properties such that their optimization is more or less difficult.

The objective function \( f(w) \) for the ERM obtained for linear regression (see Section 3.1) is differentiable and convex and can therefore be minimized using simple gradient-based methods (see Chapter 5). In contrast, the objective function \( f(w) \) of ERM obtained for least absolute deviation regression or the SVM (see Section 3.3 and 3.7) is non-differentiable but still convex. The minimization of such functions is more challenging but still tractable as there exist efficient convex optimization methods which do not require differentiability of the objective function [109].

The objective function \( f(w) \) obtained for ANN are typically highly non-convex with many local minima (see Figure 4.2). The optimization of non-convex objective function is in general more difficult than optimizing a convex objective function (see Fig. 4.2). However, it turns out that gradient-based methods can still be successfully applied to instances of ERM that result in a non-convex objective function [48]. The implementation of ERM might be even more challenging for ML methods that use decision trees or the 0/1 loss (2.9). Indeed, the ERM instances obtained when using decision trees or the 0/1 loss (2.9) involve non-differentiable objective functions which are even harder to minimize compared to non-convex smooth functions (see Section 4.4).
Figure 4.2: Different types of objective function in ERM arising from different combinations of hypothesis space and loss function.

4.3 ERM for Linear Regression

As discussed in Section 3.1, linear regression learns a linear hypothesis $h^{(w)}(x) = w^T x$ with minimum squared error loss (2.8). For linear regression, the ERM problem (4.4) becomes

$$\hat{w} = \arg\min_{w \in \mathbb{R}^n} \frac{1}{m} \sum_{i=1}^{m} (y^{(i)} - w^T x^{(i)})^2. \quad (4.5)$$

Here, $m = |D|$ denotes the sample size of the training set $D$. The objective function $f(w)$ in (4.5) is convex and smooth. Such a function can be minimized using the gradient-based methods discussed in Chapter 5. Variants of these gradient-based methods are widely used in current ML methods to solve the underlying optimization problems [48, Ch. 8].

We can rewrite the ERM problem (4.5) more concisely by stacking the labels $y^{(i)}$ and feature vectors $x^{(i)}$, for $i = 1, \ldots, m$, into a “label vector” $y$ and “feature matrix” $X$,

$$y = (y^{(1)}, \ldots, y^{(m)})^T \in \mathbb{R}^m,$$

$$X = (x^{(1)}, \ldots, x^{(m)})^T \in \mathbb{R}^{m \times n}. \quad (4.6)$$

This allows us to rewrite the objective function in (4.5) as

$$\frac{1}{m} \sum_{i=1}^{m} (y^{(i)} - w^T x^{(i)})^2 = \frac{1}{m} \|y - Xw\|_2^2. \quad (4.7)$$
Figure 4.3: The ERM (4.8) for linear regression amounts to an orthogonal projection of the label vector $\mathbf{y} = (y^{(1)}, \ldots, y^{(m)})^T$ on the subspace spanned by the columns of the feature matrix $\mathbf{X} = (\mathbf{x}^{(1)}, \ldots, \mathbf{x}^{(m)})^T$.

Inserting (4.7) into (4.5), allows to rewrite the ERM problem for linear regression as

$$\hat{\mathbf{w}} = \arg\min_{\mathbf{w} \in \mathbb{R}^n} (1/m) \|\mathbf{y} - \mathbf{X}\mathbf{w}\|^2_2. \quad (4.8)$$

The formulation (4.8) allows for an interesting geometric interpretation of linear regression. Solving (4.8) amounts to finding a vector $\mathbf{X}\mathbf{w}$ (with feature matrix $\mathbf{X}$ (4.6)), that is closest (in the Euclidean norm) to the label vector $\mathbf{y} \in \mathbb{R}^m$ (4.6). The solution to this approximation problem is precisely the orthogonal projection of the vector $\mathbf{y}$ onto the subspace of $\mathbb{R}^m$ that is spanned by the columns of the feature matrix $\mathbf{X}$ (see Figure 4.3).

To solve the optimization problem (4.8), it is convenient to rewrite it as the quadratic problem

$$\min_{\mathbf{w} \in \mathbb{R}^n} \left\{ (1/2)\mathbf{w}^T \mathbf{Q}\mathbf{w} - \mathbf{q}^T \mathbf{w} \right\} = f(\hat{\mathbf{w}})$$

with $\mathbf{Q} = (1/m)\mathbf{X}^T \mathbf{X}$, $\mathbf{q} = (1/m)\mathbf{X}^T \mathbf{y}$. \quad (4.9)

Since $f(\mathbf{w})$ is a differentiable and convex function, a necessary and sufficient condition for $\hat{\mathbf{w}}$ to be a minimizer $f(\hat{\mathbf{w}}) = \min_{\mathbf{w} \in \mathbb{R}^n} f(\mathbf{w})$ is the zero-gradient condition \cite{11} Sec. 4.2.3

$$\nabla f(\hat{\mathbf{w}}) = 0. \quad (4.10)$$

Combining (4.9) with (4.10), yields the following necessary and sufficient condition for a
parameter vector \( \hat{w} \) to solve the ERM (4.5),
\[
(1/m)X^TX\hat{w} = (1/m)X^Ty.
\]

(4.11)

This condition can be rewritten as
\[
(1/m)X^T(y - X\hat{w}) = 0.
\]

(4.12)

As indicated in Figure 4.3, the optimality condition (4.12) requires the vector
\[
(y - X\hat{w}) = ((y^{(1)} - \hat{y}^{(1)}), \ldots, (y^{(m)} - \hat{y}^{(m)}))^T,
\]
whose entries are the prediction errors for the data points in the training set, to be orthogonal (or normal) to the subspace spanned by the columns of the feature matrix \( X \). In view of this geometric interpretation, we refer to (4.12) as a “normal equation”.

It can be shown that, for any given feature matrix \( X \) and label vector \( y \), there always exists at least one optimal parameter vector \( \hat{w} \) which solves (4.11). The optimal parameter vector might not be unique, i.e., there might be several different parameter vectors achieving the minimum in (4.5). However, every vector \( \hat{w} \) which solves (4.11) achieves the same minimum empirical risk
\[
\hat{L}(h^{(\hat{w})} \mid D) = \min_{w \in \mathbb{R}^n} \hat{L}(h^{(w)} \mid D) = \|(I - P)y\|^2.
\]

(4.13)

Here, we used the orthogonal projection matrix \( P \in \mathbb{R}^{m \times m} \) on the linear span of the feature matrix \( X = (x^{(1)}, \ldots, x^{(m)})^T \in \mathbb{R}^{m \times n} \) (see (4.6)). The linear span of a matrix \( A = (a^{(1)}, \ldots, a^{(m)}) \in \mathbb{R}^{n \times m} \), denoted as \( \text{span}\{A\} \), is the subspace of \( \mathbb{R}^n \) consisting of all linear combinations of the columns \( a^{(r)} \in \mathbb{R}^n \) of \( A \).

If the columns of the feature matrix \( X \) (see (4.6)) are linearly independent, which implies that the matrix \( X^TX \) is invertible, the projection matrix \( P \) is given explicitly as
\[
P = X(X^TX)^{-1}X^T.
\]

Moreover, the solution of (4.11) is then unique and given by
\[
\hat{w} = (X^TX)^{-1}X^Ty.
\]

(4.14)
The closed-form solution (4.14) requires the inversion of the $n \times n$ matrix $X^TX$.

Note that formula (4.14) is only valid if the matrix $X^TX$ is invertible. The feature matrix $X$ is determined by the data points obtained in a ML application. Its properties are therefore not under the control of a ML method and it might well happen that the matrix $X^TX$ is not invertible. As a point in case, the matrix $X^TX$ cannot be invertible for any dataset containing fewer data points than the number of features used to characterize data points (this is referred to as high-dimensional data). Moreover, the matrix $X^TX$ is not invertible if there are two co-linear features $x_j, x_{j'}$ such that $x_j = \beta x_{j'}$ holds for any data point with some constant $\alpha \in \mathbb{R}$.

Let us now consider a dataset such that the feature matrix $X$ is not full column-rank and, in turn, the matrix $X^TX$ is not invertible. In this case we cannot use (4.14) to compute the optimal parameter vector since the inverse of $X^TX$ does not exist. Moreover, in this case, there are infinitely many different parameter vectors that solve (4.11), i.e., the corresponding linear hypothesis map incurs minimum average squared error loss on the training set. Section 7.3 explains the benefits of using weights with small Euclidean norm. The parameter vector $\hat{w}$ solving the linear regression optimality condition (4.11) and having minimum Euclidean norm among all such vectors is given by

$$\hat{w} = (X^TX)^\dagger X^Ty.$$  (4.15)

Here, $(X^TX)^\dagger$ denotes the pseudoinverse (or the Moore–Penrose inverse) of $X^TX$ (see [46, 45]).

Computing the (pseudo-)inverse of $X^TX$ can be computationally challenging for large number $n$ of features. Figure 2.5 depicts a simple ML problem where the number of features is already in the millions. The computational complexity of inverting the matrix $X^TX$ depends crucially on its condition number. We refer to a matrix as ill-conditioned if its condition number is much larger than 1. In general, ML methods do not have any control on the condition number of the matrix $X^TX$. Indeed, this matrix is determined solely by the (features of the) data points fed into the ML method.

Section 5.4 will discuss a method for computing the optimal parameter vector $\hat{w}$ that does not require any matrix inversion. This method, referred to as GD constructs a sequence $w^{(0)}, w^{(1)}, \ldots$ of increasingly accurate approximations of $\hat{w}$. This iterative method has two major benefits compared to evaluating the formula (4.14) using direct matrix inversion, such as Gauss-Jordan elimination [46].

First, GD typically requires significantly fewer arithmetic operations compared to direct
matrix inversion. This is crucial in modern ML applications involving large feature matrices. Second, GD does not break when the matrix $X$ is not full rank and the formula (4.14) cannot be used any more.

### 4.4 ERM for Decision Trees

Consider ERM (4.3) for a regression problem with label space $Y = \mathbb{R}$ and feature space $X = \mathbb{R}^n$ and the hypothesis space defined by decision trees (see Section 3.10). In stark contrast to ERM for linear regression or logistic regression, ERM for decision trees amounts to a discrete optimization problem. Consider the particular hypothesis space $H$ depicted in Figure 3.9. This hypothesis space contains a finite number of different hypothesis maps. Each individual hypothesis map corresponds to a particular decision tree.

For the small hypothesis space $H$ in Figure 3.9, ERM is easy. Indeed, we just have to evaluate the empirical risk (“training error”) $\hat{L}(h)$ for each hypothesis in $H$ and pick the one yielding the smallest empirical risk. However, when allowing for a very large (deep) decision tree, the computational complexity of exactly solving the ERM becomes intractable [64]. A popular approach to learn a decision tree is to use greedy algorithms which try to expand (grow) a given decision tree by adding new branches to leaf nodes in order to reduce the average loss on the training set (see [65, Chapter 8] for more details).

The idea behind many decision tree learning methods is quite simple: try out expanding a decision tree by replacing a leaf node with a decision node (implementing another “test” on the feature vector) in order to reduce the overall empirical risk much as possible.

Consider the labeled dataset $D$ depicted in Figure 4.4 and a given decision tree for predicting the label $y$ based on the features $x$. We might first try a hypothesis obtained from the simple tree shown in the top of Figure 4.4. This hypothesis does not allow to achieve a small average loss on the training set $D$. Therefore, we might grow the tree by replacing a leaf node with a decision node. According to Figure 4.4, to so obtained larger decision tree provides a hypothesis that is able to perfectly predict the labels of the training set (it achieves zero empirical risk).

One important aspect of methods that learn a decision tree by sequentially growing the tree is the question of when to stop growing. A natural stopping criterion might be obtained from the limitations in computational resources, i.e., we can only afford to use decision trees
Figure 4.4: Consider a given labeled dataset and the decision tree in the top row. We then grow the decision tree by expanding one of its two leaf nodes. The bottom row shows the resulting decision trees, along with their decision boundaries. Each decision tree in the bottom row is obtained by expanding a different leaf node of the decision tree in the top row.
up to certain maximum depth. Besides the computational limitations, we also face statistical limitations for the maximum size of decision trees. ML methods that allow for very deep decision trees, which represent highly complicated maps, tend to overfit the training set (see Figure 3.10 and Chapter 7). In particular, Even if a deep decision tree incurs small average loss on the training set, it might incur large loss when predicting the labels of data points outside the training set.

4.5 ERM for Bayes Classifiers

The family of ML methods referred to as Bayes estimator uses the 0/1 loss (2.9) to measuring the quality of a classifier $h$. The resulting ERM is

$$\hat{h} = \arg\min_{h \in \mathcal{H}} \frac{1}{m} \sum_{i=1}^{m} L((x^{(i)}, y^{(i)}), h)$$

(2.9)

$$\hat{h} = \arg\min_{h \in \mathcal{H}} \frac{1}{m} \sum_{i=1}^{m} I(h(x^{(i)}) \neq y^{(i)}).$$

(4.16)

The objective function in this optimization problem is non-differentiable and non-convex (see Figure 4.2). This prevents us from using gradient-based methods (see Chapter 5) to solve (4.16).

We will now approach the ERM (4.16) via a different route by interpreting the data points $(x^{(i)}, y^{(i)})$ as realizations of iid RVs with the common probability distribution $p(x, y)$.

As discussed in Section 2.3, the empirical risk obtained using 0/1 loss approximates the error probability $p(\hat{y} \neq y)$ with the predicted label $\hat{y} = 1$ for $h(x) > 0$ and $\hat{y} = -1$ otherwise (see (2.10)). Thus, we can approximate the ERM (4.16) as

$$\hat{h} \approx \arg\min_{h \in \mathcal{H}} p(\hat{y} \neq y).$$

(4.17)

Note that the hypothesis $h$, which is the optimization variable in (4.17), enters into the objective function of (4.17) via the definition of the predicted label $\hat{y}$, which is $\hat{y} = 1$ if $h(x) > 0$ and $\hat{y} = -1$ otherwise.

It turns out that if we would know the probability distribution $p(x, y)$, which is required to compute $p(\hat{y} \neq y)$, the solution of (4.17) can be found via elementary Bayesian decision theory [114]. In particular, the optimal classifier $h(x)$ is such that $\hat{y}$ achieves the maximum “a-posteriori” probability $p(\hat{y}|x)$ of the label being $\hat{y}$, given (or conditioned on) the features
Since we typically do not know the probability distribution $p(x, y)$, we have to estimate (or approximate) it from the observed data points $(x^{(i)}, y^{(i)})$. This estimation is feasible if the data points can be considered (approximated) as realizations of iid RVs with a common probability distribution $p(x, y)$. We can then estimate (the parameters) of the probability distribution $p(x, y)$ using maximum likelihood methods (see Section 3.12). For numeric features and labels, a widely-used parametric probability distribution $p(x, y)$ is the multivariate normal (Gaussian) distribution. In particular, conditioned on the label $y$, the feature vector $x$ is a Gaussian random vector with mean $\mu_y$ and covariance $\Sigma$.

$$p(x|y) = \mathcal{N}(x; \mu_y, \Sigma)$$  \hspace{1cm} (4.18)

The conditional expectation of the features $x$, given (conditioned on) the label $y$ of a data point, is $\mu_1$ if $y = 1$, while for $y = -1$ the conditional mean of $x$ is $\mu_{-1}$. In contrast, the conditional covariance matrix $\Sigma = \mathbb{E}\{(x - \mu_y)(x - \mu_y)^T|y\}$ of $x$ is the same for both values of the label $y \in \{-1, 1\}$. The conditional probability distribution $p(x|y)$ of the feature vector, given the label $y$, is multivariate normal. In contrast, the marginal distribution of the features $x$ is a Gaussian mixture model (GMM). We will revisit GMMs later in Section 8.2 where we will see that they are a great tool for soft clustering.

For this probabilistic model of features and labels, the optimal classifier minimizing the error probability $p(\hat{y} \neq y)$ is $\hat{y} = 1$ for $h(x) > 0$ and $\hat{y} = -1$ for $h(x) \leq 0$ using the classifier map

$$h(x) = w^T x \text{ with } w = \Sigma^{-1} (\mu_1 - \mu_{-1}).$$  \hspace{1cm} (4.19)

Carefully note that this expression is only valid if the matrix $\Sigma$ is invertible.

We cannot implement the classifier (4.19) directly, since we do not know the true values of the class-specific mean vectors $\mu_1$, $\mu_{-1}$ and covariance matrix $\Sigma$. Therefore, we have to replace those unknown parameters with some estimates $\hat{\mu}_1$, $\hat{\mu}_{-1}$ and $\hat{\Sigma}$. A principled

$$p(x) = \frac{1}{\sqrt{\det(2\pi \Sigma)}} \exp \left( - \frac{1}{2} (x - \mu)^T \Sigma^{-1} (x - \mu) \right)$$

of a Gaussian random vector $x$ with mean $\mu = \mathbb{E}\{x\}$ and covariance matrix $\Sigma = \mathbb{E}\{(x - \mu)(x - \mu)^T\}$.

\[1\]
approach is to use the maximum likelihood estimates (see (3.28))

\[ \hat{\mu}_1 = \frac{1}{m_1} \sum_{i=1}^{m} \mathcal{I}(y^{(i)} = 1)x^{(i)}, \]
\[ \hat{\mu}_{-1} = \frac{1}{m_{-1}} \sum_{i=1}^{m} \mathcal{I}(y^{(i)} = -1)x^{(i)}, \]
\[ \hat{\mu} = \frac{1}{m} \sum_{i=1}^{m} x^{(i)}, \]
and \[ \hat{\Sigma} = \frac{1}{m} \sum_{i=1}^{m} (z^{(i)} - \hat{\mu})(z^{(i)} - \hat{\mu})^T, \] (4.20)

with \( m_1 = \sum_{i=1}^{m} \mathcal{I}(y^{(i)} = 1) \) denoting the number of datapoints with label \( y = 1 \) (\( m_{-1} \) is defined similarly). Inserting the estimates (4.20) into (4.19) yields the implementable classifier

\[ h(x) = w^T x \text{ with } w = \hat{\Sigma}^{-1}(\hat{\mu}_1 - \hat{\mu}_{-1}). \] (4.21)

We highlight that the classifier (4.21) is only well-defined if the estimated covariance matrix \( \hat{\Sigma} \) (4.20) is invertible. This requires to use a sufficiently large number of training datapoints such that \( m \geq n \).

We derived the classifier (4.21) as an approximate solution to the ERM (4.16). The classifier (4.21) partitions the feature space \( \mathbb{R}^n \) into two half-spaces. One half-space consists of feature vectors \( x \) for which the hypothesis (4.21) is non-negative and, in turn, \( \hat{y} = 1 \). The other half-space is constituted by feature vectors \( x \) for which the hypothesis (4.21) is negative and, in turn, \( \hat{y} = -1 \). Figure 2.9 illustrates these two half-spaces and the decision boundary between them.

The Bayes estimator (4.21) is another instance of a linear classifier like logistic regression and the SVM. Each of these methods learns a linear hypothesis \( h(x) = w^T x \), whose decision boundary (vectors \( x \) with \( h(x) = 0 \)) is a hyperplane (see Figure 2.9). However, these methods use different loss functions for assessing the quality of a particular linear hypothesis \( h(x) = wx \) (which defined the decision boundary via \( h(x) = 0 \)). Therefore, these three methods typically learn classifiers with different decision boundaries.

For the estimator \( \hat{\Sigma} \) (3.28) to be accurate (close to the unknown covariance matrix) we need a number of datapoints (sample size) which is at least of the order \( n^2 \). This sample size requirement might be infeasible for applications with only few datapoints available.

The maximum likelihood estimate \( \hat{\Sigma} \) (4.20) is not invertible whenever \( m < n \). In this case,
the expression (4.21) becomes useless. To cope with small sample size $m < n$ we can simplify the model (4.18) by requiring the covariance to be diagonal $\Sigma = \text{diag}(\sigma^2_1, \ldots, \sigma^2_n)$. This is equivalent to modelling the individual features $x_1, \ldots, x_n$ of a data point as conditionally independent, given its label $y$. The resulting special case of a Bayes estimator is often referred to as a “naive Bayes” classifier.

We finally highlight that the classifier (4.21) is obtained using the generative model (4.18) for the data. Therefore, Bayes estimator belong to the family of generative ML methods which involve modelling the data generation. In contrast, logistic regression and the SVM do not require a generative model for the data points but aim directly at finding the relation between features $x$ and label $y$ of a data point. These methods belong therefore to the family of discriminative ML methods.

Generative methods such as those learning a Bayes estimator are preferable for applications with only very limited amounts of labeled data. Indeed, having a generative model such as (4.18) allows us to synthetically generate more labeled data by generating random features and labels according to the probability distribution (4.18). We refer to [104] for a more detailed comparison between generative and discriminative methods.

4.6 Training and Inference Periods

Some ML methods repeat the cycle in Figure 1 in a highly irregular fashion. Consider a large image collection which we use to learn a hypothesis about how cat images look like. It might be reasonable to adjust the hypothesis by fitting a model to the image collection. This fitting or training amounts to repeating the cycle in Figure 1 during some specific time period (the “training time”) for a large number.

After the training period, we only apply the hypothesis to predict the labels of new images. This second phase is also known as inference period and might be much longer compared to the training period. Ideally, we would like to only have a very short training period to learn a good hypothesis and then only use the hypothesis for inference.

4.7 Online Learning

In its most basic form, ERM requires a given set of labeled data points, which we refer to as the training set. However, some ML methods can access data only in a sequential fashion. As a point in case, consider time series data such as daily minimum and maximum temperatures
recorded by a FMI weather station. Such a time series consists of a sequence of data points that are generated at successive time instants.

Online learning studies ML methods that learn (or optimize) a hypothesis incrementally as new data arrives. This mode of operation is quite different from ML methods that learn a hypothesis at once by solving an ERM problem. These different operation modes corresponds to different frequencies of iterating the basic ML cycle depicted in Figure 1. Online learning methods start a new cycle in Figure 1 whenever a new data point arrives (e.g., we have recorded the minimum and maximum temperate of a day that just ended).

We now present an online learning variant of linear regression (see Section 3.1) which is suitable for time series data with data points \((x^{(t)}, y^{(t)})\) gathered sequentially (over time). In particular, the data points \((x^{(t)}, y^{(t)})\) become available (are gathered) at time instants \(t = 1, 2, 3, \ldots\).

Let us stack the feature vectors and labels of all data points available at time \(t\) into feature matrix \(X^{(t)}\) and label vector \(y^{(t)}\), respectively. The feature matrix and label vector for the first three time instants are

\[
\begin{align*}
\text{t} = 1 &: \quad X^{(1)} := (x^{(1)})^T, & y^{(1)} := (y^{(1)})^T, \\
\text{t} = 2 &: \quad X^{(2)} := (x^{(1)}, x^{(2)})^T, & y^{(2)} := (y^{(1)}, y^{(2)})^T, \\
\text{t} = 3 &: \quad X^{(3)} := (x^{(1)}, x^{(2)}, x^{(3)})^T, & y^{(3)} := (y^{(1)}, y^{(2)}, y^{(3)})^T. \tag{4.22}
\end{align*}
\]

As detailed in Section 3.1, linear regression learns the weights \(w\) of a linear map \(h(x) := w^T x\) by minimizing the squared error loss \((y - h(x))^2\). This informal goal of linear regression is made precise by the ERM problem (4.5) which defines the optimal weights via incurring minimum average squared error loss (empirical risk) on a given training set \(D\). These optimal weights are given by the solutions of (4.12). When the feature vectors of data points in \(D\) are linearly independent, we obtain the closed-form expression (4.14) for the optimal weights.

Inserting the feature matrix \(X^{(t)}\) and label vector \(y^{(t)}\) (4.22) into (4.14), yields

\[
\hat{w}^{(t)} = (X^{(t)})^T X^{(t)} \left( X^{(t)} \right)^{-1} y^{(t)}. \tag{4.23}
\]

For each time instant we can evaluate the RHS of (4.23) to obtain the parameter vector \(\hat{w}^{(t)}\) that minimizes the average squared error loss over all data points gathered up to time \(t\). However, computing \(\hat{w}^{(t)}\) via direct evaluation of the RHS in (4.23) for each new time instant \(t\) misses an opportunity for recycling computations done already at earlier time instants.

Let us now show how to (partially) reuse the computations used to evaluate (4.23) for
time $t$ in the evaluation of Equation 4.23 for the next time instant $t+1$. To this end, we first rewrite the matrix $Q(t) := (X(t))^T X(t)$ as

$$Q(t) = \sum_{r=1}^{T} x(r) (x(r))^T.$$  \hspace{1cm} (4.24)

Since $Q(t+1) = Q(t) + x(t+1) (x(t+1))^T$, we can use a well-known identity for matrix inverses (see [7, 93]) to obtain

$$\left( Q(t+1) \right)^{-1} = \left( Q(t) \right)^{-1} + \frac{\left( Q(t) \right)^{-1} x(t+1) (x(t+1))^T (Q(t))^{-1}}{1 - (x(t+1))^T (Q(t))^{-1} x(t+1)}. \hspace{1cm} (4.25)$$

Inserting Equation 4.25 into Equation 4.23 yields the following relation between optimal parameter vectors at consecutive time instants $t$ and $t+1$,

$$\hat{w}(t+1) = \hat{w}(t) - \left( Q(t+1) \right)^{-1} x(t+1) (x(t+1))^T \hat{w}(t) - y(t+1)). \hspace{1cm} (4.26)$$

Note that neither evaluating the RHS of Equation 4.26 nor evaluating the RHS of Equation 4.25 requires to actually invert a matrix of with more than one entry (we can think of a scalar number as $1 \times 1$ matrix). In contrast, evaluating the RHS of Equation 4.23 requires to invert the matrix $Q(t) \in \mathbb{R}^{n \times n}$. We obtain an online algorithm for linear regression via computing the updates Equation 4.26 and Equation 4.25 for each new time instant $t$. Another online method for linear regression will be discussed at the end of Section 5.7.

\subsection*{4.8 Weighted ERM}

Consider a ML method that uses some hypothesis space $\mathcal{H}$ and loss function $L$ to measure the quality predictions obtained from a specific hypothesis when applied to a data point. A principled approach to learn a useful hypothesis is via ERM (4.3) using a training set $D = \{(x^{(1)}, y^{(1)}), \ldots, (x^{(m)}, y^{(m)})\}$.

For some applications it might be useful to modify ERM (4.3) by weighting the data points. In particular, for each data point $(x^{(i)}, y^{(i)})$ we specify a non-negative weight $q^{(i)} \in \mathbb{R}_+$. Weighted ERM is obtained from ERM (4.3) by replacing the average loss over the
training set with a weighted average loss,

\[ \hat{h} \in \arg\min_{h \in \mathcal{H}} \sum_{i=1}^{m} q(i) L((x(i), y(i)), h). \]  

(4.27)

Note that we obtain ERM (4.3) as the special case of weighted ERM (4.27) for the weights \( q(i) = 1/m \).

We might interpret the sample weight \( q(i) \) as a measure for the importance or relevance of the data point \((x(i), y(i))\) for the hypothesis \(\hat{h}\) learnt via (4.27). The extreme case \( q(i) = 0 \) means that the data point \((x(i), y(i))\) becomes irrelevant for learning a hypothesis via (4.27). This could be useful if the data point \((x(i), y(i))\) represents an outlier that violates the i.i.d. assumption which is satisfied by most of the other data points. Thus, using suitable weights in (4.27) could make the resulting ML method robust against outliers in the training set.

Note that we have discussed another strategy (via the choice for the loss function) to achieve robustness against outliers in Section 3.3.

Another use-case of weighted ERM (4.27) is for applications where the risk of a hypothesis is defined using a probability distribution that is different from the probability distribution of the data points in the training set. Thus, the data points conform to an i.i.d. assumption with underlying probability distribution \(p(x, y)\). However, we would like to measure the quality of a hypothesis via the expected loss or risk using a different probability distribution \(p'(x, y)\),

\[ \mathbb{E}_{p'} \{ L((x, y), h) \} = \int L((x, y), h) dp'(x, y) \]  

(4.28)

Having a different probability distribution \(p'(x, y) \neq p(x, y))\) to define the overall quality (risk) of a hypothesis might be beneficial for binary classification problems with imbalanced data. Indeed, using the average loss (which approximates the risk under \(p(x, y)\)) might not be a useful quality measure if one class is over-represented in the training set (see Section 2.3.4). It can be shown that, under mild conditions, the weighted average loss in (4.27) approximates (4.28) when using the weights \( q(i) = p'(x(i), y(i)) / p(x(i), y(i)) \) [12, Sec. 11.1.4].
4.9 Exercise

Exercise 4.1. Uniqueness in Linear Regression What conditions on a training set ensure that there is a unique optimal linear hypothesis map for linear regression?

Exercise 4.2. Uniqueness in Linear Regression II Linear regression uses the squared error loss (2.8) to measure the quality of a linear hypothesis map. We learn the weights $w$ of a linear map via ERM using a training set $D$ that consists of $m = 100$ data points. Each data point is characterized by $n = 5$ features and a numeric label. Is there a unique choice for the weights $w$ that results in a linear predictor with minimum average squared error loss on the training set $D$?

Exercise 4.3. A Simple Linear Regression Problem. Consider a training set of $m$ datapoints, each characterized by a single numeric feature $x$ and numeric label $y$. We learn hypothesis map of the form $h(x) = x + b$ with some bias $b \in \mathbb{R}$. Can you write down a formula for the optimal $b$, that minimizes the average squared error on training data $(x^{(1)}, y^{(1)}), \ldots, (x^{(m)}, y^{(m)})$.

Exercise 4.4. Simple Least Absolute Deviation Problem. Consider data points characterized by single numeric feature $x$ and label $y$. We learn a hypothesis map of the form $h(x) = x + b$ with some bias $b \in \mathbb{R}$. Can you write down a formula for the optimal $b$, that minimizes the average absolute error on training data $(x^{(1)}, y^{(1)}), \ldots, (x^{(m)}, y^{(m)})$.

Exercise 4.5. Polynomial Regression. Consider polynomial regression for data points with a single numeric feature $x \in \mathbb{R}$ and numeric label $y$. Here, polynomial regression is equivalent to linear regression using the transformed feature vectors $\mathbf{x} = (x^0, x^1, \ldots, x^{n-1})^T$. Given a dataset $D = (x^{(1)}, y^{(1)}), \ldots, (x^{(m)}, y^{(m)})$, we construct the feature matrix $\mathbf{X} = (\mathbf{x}^{(1)}, \ldots, \mathbf{x}^{(m)}) \in \mathbb{R}^{m \times m}$ with its $i$th column given by the feature vector $\mathbf{x}^{(i)}$. Verify that this feature matrix is a Vandermonde matrix [44]? How is the determinant of the feature matrix related to the features and labels of data points in the dataset $D$?

Exercise 4.6. Training Error is not Expected Loss. Consider a training set that consists of data points $(x^{(i)}, y^{(i)})$, for $i = 1, \ldots, m = 100$, that are obtained as realizations of iid RVs. The common probability distribution of these RVs is defined by a random data point $(x, y)$. The feature $x$ of this random data point is a standard Gaussian RV with zero mean and unit variance. The label of a data point is modelled as $y = x + e$ with Gaussian noise $e \sim \mathcal{N}(0, 1)$. The feature $x$ and noise $e$ are statistically independent. We evaluate the
specific hypothesis \( h(x) = 0 \) (which outputs 0 no matter what the feature value \( x \) is) by the training error \( E_t = \frac{1}{m} \sum_{i=1}^{m} \left( y^{(i)} - h(x^{(i)}) \right)^2 \). Note that \( E_t \) is the average squared error loss (2.8) incurred by hypothesis \( h \) on the data points \( (x^{(i)}, y^{(i)}) \), for \( i = 1, \ldots, m = 100 \).

What is the probability that the training error \( E_t \) is at least 20 % larger than the expected (squared error) loss \( \mathbb{E}\{(y - h(x))^2\} \)? What is the mean (expected value) and variance of the training error?

**Exercise 4.7. Optimization Methods as Filters.** Let us consider a fictional (ideal) optimization method that can be represented as a filter \( \mathcal{F} \). This filter \( \mathcal{F} \) reads in a real-valued objective function \( f(\cdot) \), defined for all parameter vectors \( w \in \mathbb{R}^n \). The output of the filter \( \mathcal{F} \) is another real-valued function \( \hat{f}(w) \) that is defined point-wise as

\[
\hat{f}(w) = \begin{cases} 
1, & \text{if } w \text{ is a local minimum of } f(\cdot) \\
0, & \text{otherwise.}
\end{cases}
\]

(4.29)

Verify that the filter \( \mathcal{F} \) is shift or translation invariant, i.e., \( \mathcal{F} \) commutes with a translation \( f'(w) := f(w + w^{(o)}) \) with an arbitrary but fixed (reference) vector \( w^{(o)} \in \mathbb{R}^n \).

**Exercise 4.8. Linear Regression with Sample Weighting.** Consider a linear regression method that uses ERM to learn weights \( \hat{w} \) of a linear hypothesis map \( h(x) = w^T x \). The weights are learnt by minimizing the average squared error loss incurred by \( h \) on a training set that is constituted by the data points \( (x^{(i)}, y^{(i)}) \) for \( i = 1, \ldots, 100 \). Sometimes it is useful to assign sample-weights \( q^{(i)} \) to the data points and learn \( \hat{w} \). These sample-weights reflect varying levels of importance or relevance of different data points. For simplicity we use the sample weights \( q^{(i)} = 2\alpha \in [0, 1] \) for \( i = 1, \ldots, 50 \) and \( q^{(i)} = 2(1 - \alpha) \) for \( i = 51, \ldots, 100 \). Can you find a closed-form expression (similar to (4.14)) for the weights \( \hat{w}^{(\alpha)} \) that minimize the weighted average squared error \( f(w) := \frac{1}{50} \sum_{i=1}^{50} \alpha (y^{(i)} - w^T x^{(i)})^2 + \frac{1}{50} \sum_{i=51}^{100} (1 - \alpha) (y^{(i)} - w^T x^{(i)})^2 \) for different \( \alpha \)?
Chapter 5

Gradient-Based Learning

This chapter discusses an important family of optimization methods for solving ERM (4.4) with a parametrized hypothesis space (see Chapter 4.2). The common theme of these methods is to construct local approximations of the objective function in (4.4). These local approximations are obtained from the gradients of the objective function. Gradient-based methods have gained popularity recently as an efficient technique for tuning the parameters of deep nets within deep learning methods [48].

Section 5.1 discusses GD as the most basic form of gradient-based methods. The idea of GD is to update the weights by locally optimizing a linear approximation of the objective function. This update is referred to as a GD step and provides the main algorithmic primitive of gradient-based methods. One key challenge for a good use of gradient-based methods is the appropriate extend of the local approximations. This extent is controlled by a step size parameter that is used in the basic GD step. Section 5.2 discusses some approaches for choosing this step size. Section 5.3 discusses a second main challenge in using gradient-based methods which is to decide when to stop repeating the GD steps.

Section 5.4 and Section 5.5 spell out GD for two instances of ERM arising from linear regression and logistic regression, respectively. The beneficial effect of data normalization on the convergence speed of gradient-based methods is briefly discussed in Section 5.6. As explained in Section 5.7, the use of stochastic approximations enables gradient-based methods for applications involving massive amounts of data (“big data”). Section 5.8 develops intuition for advanced gradient-based methods that exploit the information gathered during previous iterations.
5.1 The Basic Gradient Step

Let us rewrite ERM (4.4) as the optimization problem

\[
\min_{w \in \mathbb{R}^n} f(w) := (1/m) \sum_{i=1}^{m} L((x^{(i)}, y^{(i)}), h^{(w)}).
\]  \hspace{1cm} (5.1)

From now on we tacitly assume that each individual loss

\[
f_i(w) := L((x^{(i)}, y^{(i)}), h^{(w)})
\]  \hspace{1cm} (5.2)

arising in (5.1) represents a differentiable function of the parameter vector \( w \). Trivially, differentiability of the components (5.2) implies differentiability of the overall objective function \( f(w) \) (5.1).

Two important examples of ERM involving such differentiable loss functions are linear regression and logistic regression. In contrast, the hinge loss (2.11) used by the SVM results in a non-differentiable objective function \( f(w) \) (5.1). However, it is possible to (significantly) extend the scope of gradient-based methods to non-differentiable functions by replacing the concept of a gradient with that of a subgradient.

Gradient based methods are iterative. They construct a sequence of parameter vectors \( w^{(0)} \rightarrow w^{(1)} \ldots \) that hopefully converge to a minimizer \( \bar{w} \) of \( f(w) \),

\[
f(\bar{w}) = \bar{f} := \min_{w \in \mathbb{R}^n} f(w).
\]  \hspace{1cm} (5.3)

Note that there might be several different optimal parameter vectors \( \bar{w} \) that satisfy the optimality condition (5.3). We want the sequence generated by a gradient based method to converge towards any of them. The vectors \( w^{(r)} \) are (hopefully) increasingly, with increasing iteration \( r \), more accurate approximation for a minimizer \( \bar{w} \) of (5.3).

Since the objective function \( f(w) \) is differentiable, we can approximate it locally around the vector \( w^{(r)} \) using a tangent hyperplane that passes through the point \( (w^{(r)}, f(w^{(r)})) \) \( \in \mathbb{R}^{n+1} \). The normal vector of this hyperplane is given by \( n = (\nabla f(w^{(r)}), -1) \) (see Figure 5.1). The first component of the normal vector is the gradient \( \nabla f(w) \) of the objective function \( f(w) \) evaluated at the vector \( w^{(r)} \). A main use of the gradient \( \nabla f(w^{(r)}) \) is to construct the linear approximation

\[
f(w) \approx f(w^{(r)}) + (w - w^{(r)})^T \nabla f(w^{(r)}) \text{ for } w \text{ sufficiently close to } w^{(r)}. \]  \hspace{1cm} (5.4)
Requiring the objective function $f(w)$ in (5.4) to be differentiable is the same as requiring the validity of the local linear approximation (5.4) at every possible vector $w^{(r)}$. It turns out that differentiability alone is not very helpful for the design and analysis of gradient based methods.

Gradient based methods are most useful for finding the minimum of differentiable functions $f(w)$ that are also smooth. Informally, a differentiable function $f(w)$ is smooth if the gradient $\nabla f(w)$ does not change too rapidly as a function of the argument $w$. A quantitative version of the smoothness concept refers to a function as $\beta$-smooth if its gradient is Lipschitz continuous with Lipschitz constant $\beta > 0$ \cite[Sec. 3.2]{16},

$$\|\nabla f(w) - \nabla f(w')\| \leq \beta\|w - w'\|.$$ \hspace{1cm} (5.5)

Note that if a function $f(w)$ is $\beta$ smooth, it is also $\beta'$ smooth for any $\beta' > \beta$. The smallest $\beta$ such that (5.5) is satisfied depends on the features and labels of data points used in (5.1) as well as on the choice for the loss function.

![Figure 5.1: A differentiable function $f(w)$ can be approximated locally around a point $w^{(r)}$ using a hyperplane whose normal vector $n = (\nabla f(w^{(r)})$, $-1)$ is determined by the gradient $\nabla f(w^{(r)})$ \cite{18}.](image)

Consider a current guess or approximation $w^{(r)}$ for the optimal parameter vector $w$ (5.3). We would like to find a new (better) parameter vector $w^{(r+1)}$ that has smaller objective value $f(w^{(r+1)}) < f(w^{(r)})$ than the current guess $w^{(r)}$. The approximation (5.4) suggests to choose the next guess $w = w^{(r+1)}$ such that $(w^{(r+1)} - w^{(r)})^T \nabla f(w^{(r)})$ is negative. We can achieve this by the GD step

$$w^{(r+1)} = w^{(r)} - \alpha \nabla f(w^{(r)})$$ \hspace{1cm} (5.6)

with a sufficiently small step size $\alpha > 0$. Figure 5.2 illustrates the GD step (5.6) which is the elementary computation of gradient based methods.
∇f(w(r)) = −α∇f(w(r))

Figure 5.2: A GD step \((5.6)\) updates a current guess or approximation \(w^{(r)}\) for the optimal parameter vector \(\bar{w} (5.3)\) by adding the correction term \(−α∇f(w^{(r)})\). The updated parameter vector \(w^{(r+1)}\) is (typically) an improved approximation of the minimizer \(\bar{w}\).

The step size \(α\) in \((5.6)\) must be sufficiently small to ensure the validity of the linear approximation \((5.4)\). In the context of ML, the GD step size parameter \(α\) is also referred to as learning rate. Indeed, the step size \(α\) determines the amount of progress during a GD step towards learning the optimal parameter vector \(\bar{w}\).

We need to emphasize that the interpretation of the step size \(α\) as a learning rate is only useful when the step size is sufficiently small. Indeed, when increasing the step size \(α\) in \((5.6)\) beyond a critical value (that depends on the properties of the objective function \(f(w)\)), the iterates \((5.6)\) move away from the optimal parameter vector \(\bar{w}\). Nevertheless, from now on we will consequently use the term learning rate for \(α\).

The idea of gradient-based methods is to repeat the GD step \((5.6)\) for a sufficient number of iterations (repetitions) to obtain a sufficiently accurate approximation of the optimal parameter vector \(\bar{w}\) \((5.3)\). It turns out that this is feasible for a sufficiently small learning rate and if the objective function is convex and smooth. Section 5.2 discusses precise conditions on the learning rate such that the iterates produced by the GD step converge to the optimum parameter vector, i.e., \(\lim_{r→∞} f(w^{(r)}) = f(\bar{w})\).

To implement the GD step \((5.6)\) we need to choose a useful learning rate \(α\). Moreover, executing the GD step \((5.6)\) requires to compute the gradient \(∇f(w^{(r)})\). Both tasks can be computationally challenging as discussed in Section 5.2 and 5.7. For the objective function \((5.1)\) obtained in linear regression and logistic regression, we can obtain closed-form expressions for the gradient \(∇f(w)\) (see Sections 5.4 and 5.5).

In general, we do not have closed-form expressions for the gradient of the objective func-
tion (5.1) arising from a non-linear hypothesis space. One example for such a hypothesis
space is obtained from a ANN, which is used by deep learning methods (see Section 3.11).
The empirical success of deep learning methods might be partially attributed to the avail-
ability of an efficient algorithm for computing the gradient $\nabla f(w^{(r)})$. This algorithm is
known as back-propagation [48].

5.2 Choosing the Learning Rate

Figure 5.3: Effect of choosing bad values for the learning rate $\alpha$ in the GD step (5.6). (a) If
the learning rate $\alpha$ in the GD step (5.6) is chosen too small, the iterations make very little
progress towards the optimum or even fail to reach the optimum at all. (b) If the learning
rate $\alpha$ is chosen too large, the iterates $w^{(r)}$ might not converge at all (it might happen that
$f(w^{(r+1)}) > f(w^{(r)})$).

The choice of the learning rate $\alpha$ in the GD step (5.6) has a significant impact on the
performance of the resulting ML methods. If we choose the learning rate $\alpha$ too large, the
GD steps (5.6) diverge (see Figure 5.3(b)) and, in turn, fail to converge towards the optimal
weights $\bar{w}$.

If we choose the learning rate $\alpha$ too small (see Figure 5.3(a)), the updates (5.6) make only
very little progress towards approximating the optimal parameter vector $w$. In applications
that require real-time processing of data streams, it might be possible to repeat the GD steps
only for a moderate number. If the learning rate is chosen too small, the updates (5.6) will
fail to arrive at a good approximation of $\bar{w}$ within an acceptable number of iterations.

Finding a (nearly) optimal choice for the learning rate $\alpha$ of GD can be a challenging task.
Many sophisticated approaches for tuning the learning rate of gradient-based methods have
been proposed [48, Chapter 8]. A detailed discussion of these approaches is beyond the scope
of this book. We will instead discuss two sufficient conditions on the learning rate which
guarantee the convergence of the GD iterations to the optimum of a convex and smooth objective function (5.1).

The first condition applies to an objective function that is $\beta$-smooth (see (5.5)) with known constant $\beta$ (not necessarily the smallest constant such that (5.5) holds). Then, the iterates $w^{(r)}$ generated by the GD step (5.6) with a learning rate

$$\alpha < \frac{2}{\beta},$$

satisfy \[101\, \text{Thm. 2.1.13}\]

$$f(w^{(r)}) - \bar{f} \leq \frac{2(f(w^{(0)}) - \bar{f})\|w^{(0)} - \bar{w}\|^2}{2\|w^{(0)} - \bar{w}\|^2 + r(f(w^{(0)}) - \bar{f})\alpha(2 - \beta\alpha)}.$$  \hspace{1cm} (5.8)

The bound (5.8) not only tells us that GD iterates converge to an optimal parameter vector but also characterize the convergence speed or rate. The sub-optimality $f(w^{(r)}) - \min_w f(w)$ in terms of objective function value decreases inversely (like “1/r”) with the number $r$ of GD steps (5.6). Convergence bounds like (5.8) can be used to specify a stopping criterion, i.e., to determine the number of GD steps to be computed (see Section 5.3).

The condition (5.7) and the bound (5.8) is only useful if we can verify $\beta$-smoothness (5.5) assumption for a reasonable constant $\beta$. Verifying (5.8) only for a very large $\beta$ results in the bound (5.8) being too loose (pessimistic). When we use a loose bound (5.8) to determine the number of GD steps, we might compute an unnecessary large number of GD steps (5.6).

One elegant approach to verify if a differentiable function $f(w)$ is $\beta$ smooth (5.5) is via the Hessian matrix $\nabla^2 f(w) \in \mathbb{R}^{n \times n}$ if it exists. The entries of this Hessian matrix are the second-order partial derivatives $\frac{\partial^2 f(w)}{\partial w_j \partial w_{j'}}$ of the function $f(w)$.

Consider an objective function $f(w)$ (5.1) that is convex and twice-differentiable with psd Hessian $\nabla^2 f(w)$. If the maximum eigenvalue $\lambda_{\text{max}}(\nabla^2 f(w))$ of the Hessian is upper bounded uniformly (for all $w$) by the constant $\beta > 0$, then $f(w)$ is $\beta$ smooth (5.5). This implies, in turn via (5.7), the sufficient condition

$$\alpha < \frac{2}{\lambda_{\text{max}}(\nabla^2 f(w))} \text{ for all } w \in \mathbb{R}^n$$

(5.9)

for the GD learning rate such that the GD steps converge to the minimum of the objective function $f(w)$.

It is important to note that the condition (5.9) guarantees convergence of the GD steps
for any possible initialization \( \mathbf{w}^{(0)} \). Note that the usefulness of the condition (5.9) depends on the difficulty of computing the Hessian matrix \( \nabla^2 f(\mathbf{w}) \). Section 5.4 and Section 5.5 will present closed-form expressions for the Hessian of the objective function (5.1) obtained for linear regression and logistic regression. These closed-form expressions involve the feature vectors and labels of the data points in the training set \( \mathcal{D} = \{(\mathbf{x}^{(1)}, y^{(1)}), \ldots, (\mathbf{x}^{(m)}, y^{(m)})\} \) used in (5.1).

While it might be computationally challenging to determine the maximum (in absolute value) eigenvalue \( \lambda_{\text{max}}(\nabla^2 f(\mathbf{w})) \) for arbitrary \( \mathbf{w} \), it might still be feasible to find an upper bound \( U \) for it. If we know such an upper bound \( U \geq \lambda_{\text{max}}(\nabla^2 f(\mathbf{w})) \) (valid for all \( \mathbf{w} \in \mathbb{R}^n \)), the learning rate \( \alpha = 1/U \) still ensures convergence of the GD steps (5.6).

Up to know we have assumed a fixed (constant) learning rate \( \alpha \) that is used for each repetition of the GD steps (5.6). However, it might be useful to vary or adjust the learning rate as the GD steps (5.6) proceed. Thus, we might use a different learning rate \( \alpha_r \) for each iteration \( r \) of (5.6). Such a varying learning rate is useful for a variant of GD that uses stochastic approximation (see Section 5.7). However, we might use a varying learning rate also to avoid the burden of verifying \( \beta \) smoothness (5.5) with a tight (small) \( \beta \). The GD steps (5.6) with the learning rate \( \alpha_r := 1/r \) converge to the optimal parameter vector \( \tilde{\mathbf{w}} \) as long as we can ensure a bounded gradient \( \|\nabla f(\mathbf{w})\| \leq U \) for a sufficiently large neighbourhood of \( \tilde{\mathbf{w}} \).

\[
5.3 \text{ When To Stop?}
\]

One main challenge in the successful application of GD is to decide when to stop iterating (or repeating) the GD step (5.6). Maybe the most simple approach is to monitor the decrease in the objective function \( f(\mathbf{w}^{(r)}) \) and to stop if the decrease \( f(\mathbf{w}^{(r-1)}) - f(\mathbf{w}^{(r)}) \) falls below a threshold. However, the ultimate goal of a ML method is not to minimize the objective function \( f(\mathbf{w}) \) in (5.1). Indeed, the objective function represents the average loss of a hypothesis \( h^{(\mathbf{w})} \) incurred on a training set. However, the ultimate goal of a ML method is to learn a parameter vector \( \mathbf{w} \) such that the resulting hypothesis accurately predicts any data point, including those outside the training set.

We will see in Chapter 6 how to use validation techniques to probe a hypothesis outside the training set. These validation techniques provide a validation error \( \tilde{f}(\mathbf{w}) \) that estimates the average loss of a hypothesis with parameter vector \( \mathbf{w} \). Early stopping techniques monitor the validation error \( \tilde{f}(\mathbf{w}^{(r)}) \) as the GD iterations \( r \) proceed to decide when to stop iterating.
Another possible stopping criterion is to use a fixed number of iterations or GD steps. This fixed number of iterations can be chosen based on convergence bounds such as (5.8) in order to guarantee a prescribed sub-optimality of the final iterate \( w^{(r)} \). A slightly more convenient convergence bound can be obtained from (5.8) when using the learning rate \( \alpha = 1/\beta \) in the GD step (5.6) \[16\],

\[
f(w^{(r)}) - \bar{f} \leq \frac{2\beta \| w^{(0)} - \overline{w} \|^2}{r} \quad \text{for} \quad r = 1, 2, \ldots.
\] (5.10)

### 5.4 GD for Linear Regression

We now present a GD method for linear regression (see Section 3.1). This method learns the parameter vector for a linear hypothesis

\[
h^{(w)}(x) = w^T x.
\] (5.11)

The ERM principle from Section 4.3 tells us to choose the parameter vector \( w \) in (5.11) by minimizing the average squared error loss (2.8)

\[
\hat{L}(h^{(w)}|D) \overset{[14]}{=} (1/m) \sum_{i=1}^{m} (y^{(i)} - w^T x^{(i)})^2.
\] (5.12)

The average squared error loss (5.12) is computed by applying the predictor \( h^{(w)}(x) \) to labeled data points in a training set \( D = \{(x^{(i)}, y^{(i)})\}_{i=1}^{m} \). An optimal parameter vector \( \overline{w} \) for (5.11) is obtained as

\[
\overline{w} = \arg \min_{w \in \mathbb{R}^n} f(w) \text{ with } f(w) = (1/m) \sum_{i=1}^{m} (y^{(i)} - w^T x^{(i)})^2.
\] (5.13)

The objective function \( f(w) \) in (5.13) is convex and smooth. We can therefore use GD (5.6) to solve (5.13) iteratively, i.e., by constructing a sequence of parameter vectors that converge to an optimal parameter vector \( \overline{w} \). To implement GD, we need to compute the gradient \( \nabla f(w) \).

The gradient of the objective function in (5.13) is given by

\[
\nabla f(w) = -(2/m) \sum_{i=1}^{m} (y^{(i)} - w^T x^{(i)}) x^{(i)}.
\] (5.14)
By inserting (5.14) into the basic GD iteration (5.6), we obtain Algorithm 1.

**Algorithm 1** Linear regression via GD

**Input:** dataset \( D = \{(x^{(i)}, y^{(i)})\}_{i=1}^m \); learning rate \( \alpha > 0 \).

**Initialize:** set \( w^{(0)} := 0 \); set iteration counter \( r := 0 \)

1: repeat
2: \( r := r + 1 \) (increase iteration counter)
3: \( w^{(r)} := w^{(r-1)} + \alpha(2/m) \sum_{i=1}^m (y^{(i)} - (w^{(r-1)})^T x^{(i)}) x^{(i)} \) (do a GD step (5.6))
4: until stopping criterion met

**Output:** \( w^{(r)} \) (which approximates \( \bar{w} \) in (5.13))

Let us have a closer look on the update in step 3 of Algorithm 1, which is

\[
w^{(r)} := w^{(r-1)} + \alpha(2/m) \sum_{i=1}^m (y^{(i)} - (w^{(r-1)})^T x^{(i)}) x^{(i)}.
\]  

(5.15)

The update (5.15) has an appealing form as it amounts to correcting the previous guess (or approximation) \( w^{(r-1)} \) for the optimal parameter vector \( \bar{w} \) by the correction term

\[
(2\alpha/m) \sum_{i=1}^m (y^{(i)} - (w^{(r-1)})^T x^{(i)}) x^{(i)}.
\]  

(5.16)

The correction term (5.16) is a weighted average of the feature vectors \( x^{(i)} \) using weights \((2\alpha/m) \cdot e^{(i)}\). These weights consist of the global factor \((2\alpha/m)\) (that applies equally to all feature vectors \( x^{(i)} \)) and a sample-specific factor \( e^{(i)} = (y^{(i)} - (w^{(r-1)})^T x^{(i)}) \), which is the prediction (approximation) error obtained by the linear predictor \( h^{(w^{(r-1)})}(x^{(i)}) = (w^{(r-1)})^T x^{(i)} \) when predicting the label \( y^{(i)} \) from the features \( x^{(i)} \).

We can interpret the GD step (5.15) as an instance of “learning by trial and error”. Indeed, the GD step amounts to first “trying out” (trial) the predictor \( h(x^{(i)}) = (w^{(r-1)})^T x^{(i)} \). The predicted values are then used to improve the weight vector \( w^{(r-1)} \) based on the error \( e^{(i)} = y^{(i)} - (w^{(r-1)})^T x^{(i)} \).

The choice of the learning rate \( \alpha \) used for Algorithm 1 can be based on the condition (5.9) with the Hessian \( \nabla^2 f(w) \) of the objective function \( f(w) \) underlying linear regression (see (5.13)). This Hessian is given explicitly as

\[
\nabla^2 f(w) = (1/m)X^T X,
\]  

(5.17)
with the feature matrix $X = (x^{(1)}, \ldots, x^{(m)})^T \in \mathbb{R}^{m \times n}$ (see (4.6)). Note that the Hessian (5.17) does not depend on the parameter vector $w$.

Comparing (5.17) with (5.9), one particular strategy for choosing the learning rate in Algorithm 1 is to (i) compute the matrix product $X^T X$, (ii) compute the maximum eigenvalue $\lambda_{\text{max}}((1/m)X^T X)$ of this product and (iii) set the learning rate to $\alpha = 1/\lambda_{\text{max}}((1/m)X^T X)$.

While it might be computationally difficult to compute the maximum eigenvalue of the psd matrix $(1/m)X^T X$ exactly, we might be able to find an upper bound $U$ such that

$$\lambda_{\text{max}}((1/m)X^T X) \leq U. \quad (5.18)$$

In some applications, we might have prior knowledge about the data points and their features which allows us to find a reasonable upper bound $U$ with little computational effort. Given an upper bound $U$ in (5.18), we can ensure convergence of the GD steps when using learning rate $\alpha = 1/U$.

Consider a dataset $\{(x^{(i)}, y^{(i)})\}_{i=1}^m$ with normalized features, i.e., $\|x^{(i)}\| = 1$ for all $i = 1, \ldots, m$. It can then be shown that $\lambda_{\text{max}}((1/m)X^T X) \leq 1$, i.e., we can use the upper bound $U = 1$ in (5.18). Thus, in this case, we can ensure convergence of the iterates $w^{(r)}$ (see (5.15)) by choosing the learning rate $\alpha = 1$.

**Time-Data Tradeoffs.** The number of GD steps required by Algorithm 1 to ensure a prescribed sub-optimality depends crucially on the condition number of $X^T X$. What can we say about the condition number? In general, we have no control over this quantity as the matrix $X$ consists of the feature vectors of arbitrary data points. However, it is often useful to model the feature vectors as realizations of iid random vectors. It is then possible to bound the probability of the feature matrix having a sufficiently small condition number. These bounds can then be used to choose the step-size such that convergence is guaranteed with sufficiently large probability. The usefulness of these bounds typically depends on the ratio $n/m$. For increasing sample-size, these bounds allow to use larger step-sizes and, in turn, result in faster convergence of GD algorithm. Thus, we obtain a trade-off between the runtime of Algorithm 1 and the number of data points that we feed into it.

---

1The problem of computing a full eigenvalue decomposition of $X^T X$ has essentially the same complexity as ERM via directly solving (4.11), which we want to avoid by using the “cheaper” GD Algorithm 1.
5.5 GD for Logistic Regression

Logistic regression learns a linear hypothesis \( h^{(w)} \) that is used to classify data points by predicting their binary label. The quality of such a linear classifier is measured by the logistic loss (2.12). The ERM principle suggest to learn the parameter vector \( w \) by minimizing the average logistic loss (3.16) obtained for a training set \( \mathcal{D} = \{ (x^{(i)}, y^{(i)}) \}_{i=1}^{m} \). The training set consists of data points with features \( x^{(i)} \in \mathbb{R}^n \) and binary labels \( y^{(i)} \in \{-1, 1\} \).

We can rewrite ERM for logistic regression as the optimization problem

\[
\begin{align*}
\hat{w} &= \arg\min_{w \in \mathbb{R}^n} f(w) \\
&\text{with } f(w) = \frac{1}{m} \sum_{i=1}^{m} \log \left( 1 + \exp \left( -y^{(i)} w^T x^{(i)} \right) \right). 
\end{align*}
\] (5.19)

The objective function \( f(w) \) is differentiable and therefore we can use GD (5.6) to solve (5.19). We can write down the gradient of the objective function in (5.19) in closed-form as

\[
\nabla f(w) = \left( \frac{1}{m} \right) \sum_{i=1}^{m} \frac{-y^{(i)}}{1 + \exp \left( y^{(i)} w^T x^{(i)} \right)} x^{(i)}. 
\] (5.20)

Inserting (5.20) into the GD step (5.6) yields Algorithm 2.

**Algorithm 2** Logistic regression via GD

**Input:** labeled dataset \( \mathcal{D} = \{ (x^{(i)}, y^{(i)}) \}_{i=1}^{m} \) containing feature vectors \( x^{(i)} \in \mathbb{R}^n \) and labels \( y^{(i)} \in \mathbb{R} \); GD learning rate \( \alpha > 0 \).

**Initialize:** set \( w^{(0)} := 0 \); set iteration counter \( r := 0 \)

1: repeat 
2: \( r := r + 1 \) (increase iteration counter) 
3: \( w^{(r)} := w^{(r-1)} + \alpha \left( \frac{1}{m} \right) \sum_{i=1}^{m} \frac{-y^{(i)}}{1 + \exp \left( y^{(i)} w^{(r-1)} T x^{(i)} \right)} x^{(i)} \) (do a GD step (5.6)) 

4: until stopping criterion met

**Output:** \( w^{(r)} \), which approximates a solution \( \hat{w} \) of (5.19)

Let us have a closer look on the update in step [3] of Algorithm 2. This step amounts to computing

\[
w^{(r)} := w^{(r-1)} + \alpha \left( \frac{1}{m} \right) \sum_{i=1}^{m} \frac{-y^{(i)}}{1 + \exp \left( y^{(i)} w^{(r-1)} T x^{(i)} \right)} x^{(i)}. 
\] (5.21)
Similar to the GD step (5.15) for linear regression, also the GD step (5.21) for logistic regression can be interpreted as an implementation of the trial-and-error principle. Indeed, (5.21) corrects the previous guess (or approximation) $\mathbf{w}^{(r-1)}$ for the optimal parameter vector $\mathbf{w}$ by the correction term

$$
(\frac{\alpha}{m}) \sum_{i=1}^{m} \frac{y(i)}{1 + \exp(y(i)\mathbf{w}^T\mathbf{x}(i))} \mathbf{x}(i).
$$

(5.22)

The correction term (5.22) is a weighted average of the feature vectors $\mathbf{x}(i)$. The feature vector $\mathbf{x}(i)$ is weighted by the factor $(\alpha/m) \cdot e^{(i)}$. These weighting factors are a product of the global factor $(\alpha/m)$ that applies equally to all feature vectors $\mathbf{x}(i)$. The global factor is multiplied by a data point-specific factor $e^{(i)} = \frac{y(i)}{1 + \exp(y(i)\mathbf{w}^T\mathbf{x}(i))}$, which quantifies the error of the classifier $h^{(\mathbf{w}^{(r-1)})}(\mathbf{x}(i)) = (\mathbf{w}^{(r-1)})^T \mathbf{x}(i)$ for a single data point with true label $y(i) \in \{-1, 1\}$ and features $\mathbf{x}(i) \in \mathbb{R}^n$.

We can use the sufficient condition (5.9) for the convergence of GD steps to guide the choice of the learning rate $\alpha$ in Algorithm 2. To apply condition (5.9), we need to determine the Hessian $\nabla^2 f(\mathbf{w})$ matrix of the objective function $f(\mathbf{w})$ underlying logistic regression (see (5.19)). Some basic calculus reveals (see [57, Ch. 4.4.])

$$
\nabla^2 f(\mathbf{w}) = \left(\frac{1}{m}\right) \mathbf{X}^T \mathbf{D} \mathbf{X}.
$$

(5.23)

Here, we used the feature matrix $\mathbf{X} = (\mathbf{x}(1), \ldots, \mathbf{x}(m))^T \in \mathbb{R}^{m \times n}$ (see (4.6)) and the diagonal matrix $\mathbf{D} = \text{diag}\{d_1, \ldots, d_m\} \in \mathbb{R}^{m \times m}$ with diagonal elements

$$
d_i = \frac{1}{1 + \exp(-\mathbf{w}^T\mathbf{x}(i))} \left(1 - \frac{1}{1 + \exp(-\mathbf{w}^T\mathbf{x}(i))}\right).
$$

(5.24)

We highlight that, in contrast to the Hessian (5.17) of the objective function arising in linear regression, the Hessian (5.23) of logistic regression varies with the parameter vector $\mathbf{w}$.

This makes the analysis of Algorithm 2 and the optimal choice for the learning rate $\alpha$ more difficult compared to Algorithm 1. At least, we can ensure convergence of (5.21) (towards a solution of (5.19)) for the learning rate $\alpha = 1$ if we normalize feature vectors such that $\|\mathbf{x}(i)\| = 1$. This follows from the fact the diagonal entries (5.24) take values in the interval $[0, 1]$. 
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5.6 Data Normalization

The number of GD steps (5.6) required to reach the minimum (within a prescribed accuracy) of the objective function (4.5) depends crucially on the condition number \[\kappa(X^T X) := \lambda_{\text{max}} / \lambda_{\text{min}}.\] (5.25)

Here, we use the largest and smallest eigenvalue of the matrix \(X^T X\), denoted as \(\lambda_{\text{max}}\) and \(\lambda_{\text{min}}\), respectively. The condition number (5.25) is only well-defined if the columns of the feature matrix \(X\) (4.6) (which are the feature vectors \(x^{(i)}\)), are linearly independent. In this case the condition number is lower bounded as \(1 \leq \kappa(X^T X)\).

It can be shown that the GD steps (5.6) converge faster for smaller condition number \(\kappa(X^T X)\) [67]. Thus, GD will be faster for datasets with a feature matrix \(X\) such that \(\kappa(X^T X) \approx 1\). It is therefore often beneficial to pre-process the feature vectors using a normalization (or standardization) procedure as detailed in Algorithm 3.

**Algorithm 3 “Data Normalization”**

**Input:** labeled dataset \(D = \{(x^{(i)}, y^{(i)})\}_{i=1}^m\)

1: remove sample means \(\hat{x} = (1/m) \sum_{i=1}^m x^{(i)}\) from features, i.e.,
\[
x^{(i)} := x^{(i)} - \hat{x} \text{ for } i = 1, \ldots, m
\]

2: normalise features to have unit variance,
\[
\hat{x}_{j}^{(i)} := x_{j}^{(i)} / \hat{\sigma} \text{ for } j = 1, \ldots, n \text{ and } i = 1, \ldots, m
\]

with the empirical (sample) variance \(\hat{\sigma}^2 = (1/m) \sum_{i=1}^m (x_{j}^{(i)})^2\)

**Output:** normalized feature vectors \(\{\hat{x}^{(i)}\}_{i=1}^m\)

Algorithm 3 transforms the original feature vectors \(x^{(i)}\) into new feature vectors \(\hat{x}^{(i)}\) such that the new feature matrix \(\hat{X} = (\hat{x}^{(1)}, \ldots, \hat{x}^{(m)})^T\) is better conditioned than the original feature matrix, i.e., \(\kappa(\hat{X}^T \hat{X}) < \kappa(X^T X)\).
5.7 Stochastic GD

Consider the GD steps (5.6) for minimizing the empirical risk (5.1). The gradient $\nabla f(w)$ of the objective function (5.1) has a particular structure. Indeed, this gradient is a sum

$$\nabla f(w) = \frac{1}{m} \sum_{i=1}^{m} \nabla f_i(w) \text{ with } f_i(w) := L((x^{(i)}, y^{(i)}), h(w)). \tag{5.26}$$

Each component of the sum (5.26) corresponds to one particular data points $(x^{(i)}, y^{(i)})$, for $i = 1, \ldots, m$. We need to compute a sum of the form (5.26) for each new GD step (5.6).

Computing the sum in (5.26) can be computationally challenging for at least two reasons. First, computing the sum is challenging for very large datasets with $m$ in the order of billions. Second, for datasets which are stored in different data centres located all over the world, the summation would require a huge amount of network resources. Moreover, the finite transmission rate of communication networks limits the rate by which the GD steps (5.6) can be executed.

The idea of SGD is to replace the exact gradient $\nabla f(w)$ (5.26) by an approximation that is easier to compute than a direct evaluation of (5.26). The word “stochastic” in the name SGD hints already at the use of a stochastic approximation $g(w) \approx \nabla f(w)$. It turns out that using a gradient approximation $g(w)$ can result in significant savings in computational complexity while incurring a graceful degradation in the overall optimization accuracy. The optimization accuracy (distance to minimum of $f(w)$) depends crucially on the “gradient noise”

$$\varepsilon := \nabla f(w) - g(w). \tag{5.27}$$

The elementary step of most SGD methods is obtained from the GD step (5.6) by replacing the exact gradient $\nabla f(w)$ with some stochastic approximation $g(w)$,

$$w^{(r+1)} = w^{(r)} - \alpha_r g(w^{(r)}), \tag{5.28}$$

As the notation in (5.28) indicates, SGD methods use a learning rate $\alpha_r$ that varies between different iterations.

To avoid accumulation of the gradient noise (5.27) during the SGD updates (5.28), SGD methods typically decrease the learning rate $\alpha_r$ as the iterations proceed. The precise dependence of the learning rate $\alpha_r$ on the iteration index $r$ is referred to as a learning rate schedule [48, Chapter 8]. One possible choice for the learning rate schedule is $\alpha_r := 1/r \tag{100}$. 
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Exercise 5.3 discusses conditions on the learning rate schedule that guarantee convergence of the updates SGD to the minimum of \( f(w) \).

The approximate ("noisy") gradient \( g(w) \) can be obtained by different randomization strategies. The most basic form of SGD constructs the gradient approximation \( g(w) \) by replacing the sum (5.26) with a randomly selected component,

\[
g(w) := \nabla f_{\hat{i}}(w). \tag{5.29}
\]

The index \( \hat{i} \) is chosen randomly from the set \( \{1, \ldots, m\} \). The resulting SGD method then repeats the update

\[
w^{(r+1)} = w^{(r)} - \alpha \nabla f_{\hat{i}_r}(w^{(r)}), \tag{5.30}
\]

sufficiently often. Every update (5.30) uses a "fresh" randomly chosen (drawn) index \( \hat{i}_r \). Formally, the indices \( \hat{i}_r \) are realizations of iid RVs whose common probability distribution is the uniform distribution over the index set \( \{1, \ldots, m\} \).

Note that (5.30) replaces the summation over the training set during the GD step (5.6) by randomly selecting a single component of this sum. The resulting savings in computational complexity can be significant when the training set consists of a large number of data points that might be stored in a distributed fashion (in the "cloud"). The saving in computational complexity of SGD comes at the cost of introducing a non-zero gradient noise

\[
\varepsilon_r := \nabla f(w^{(r)}) - g(w^{(r)}) = \nabla f(w^{(r)}) - \nabla f_{\hat{i}_r}(w). \tag{5.31}
\]

**Mini-Batch SGD.** Let us now discuss a variant of SGD that tries to reduce the approximation error (gradient noise) (5.31) arising in the SGD step (5.30). The idea behind this variant, referred to as mini-batch SGD, is quite simple. Instead of using only a single randomly selected component \( \nabla f_{\hat{i}}(w) \) (see (5.26)) for constructing a gradient approximation, mini-batch SGD uses several randomly chosen components.

We summarize mini-batch SGD in Algorithm 4 which requires an integer batch size \( B \) as input parameter. Algorithm 4 repeats the SGD step (5.28) using a gradient approximation that is constructed from a randomly selected subset \( \mathcal{B} = \{i_1, \ldots, i_B\} \) (a "batch"),

\[
g(w) = (1/B) \sum_{i' \in \mathcal{B}} \nabla f_{i'}(w). \tag{5.32}
\]
For each new iteration of Algorithm 4, a new batch \( B \) is generated by a random generator. Note that Algorithm 4 includes the basic SGD variant (5.30) as a special case for the batch size \( B = 1 \). Another special case is \( B = m \), where the SGD step 5 in Algorithm 4 becomes an ordinary GD step (5.6).

**Online Learning.** A main motivation for the SGD step (5.30) is that a training set is already collected but so large that the sum in (5.26) is computationally intractable. Another variant of SGD is obtained for sequential (time-series) data. In particular, consider data points that are gathered sequentially, one new data point \((x(t), y(t))\) at each time instant \( t = 1, 2, \ldots \). With each new data point \((x(t), y(t))\) we can access a new component \( f_t(w) = L((x(t), y(t)), h(w)) \) (see (5.1)). For sequential data, we can use a slight modification of the SGD step (5.28) to obtain an online learning method (see Section 4.7). This online variant of SGD computes, at each time instant \( t \),

\[
\begin{align*}
  w(t) &:= w(t-1) - \alpha_t \nabla f_t(w(t-1)).
\end{align*}
\]

\[\text{(5.33)}\]

5.8 **Advanced Gradient-Based Methods**

The main idea underlying GD and SGD is to approximate the objective function (5.1) locally around a current guess or approximation \( w^{(r)} \) for the optimal weights. This local approximation is a tangent hyperplane whose normal vector is determined by the gradient \( \nabla f(w^{(r)}) \). We then obtain an updated (improved) approximation by minimizing this local approximation, i.e., by doing a GD step (5.6).

The idea of advanced gradient methods [48, Ch. 8] is to exploit the information provided
by the gradients $\nabla f(w^{(r')})$ at previous iterations $r' = 1, \ldots, r$, to build an improved local approximation of $f(w)$ around a current iterate $w^{(r)}$. Figure 5.4 indicates such an improved local approximation of $f(w)$ which is non-linear (e.g., quadratic). These improved local approximations can be used to adapt the learning rate during the GD steps (5.6).

Advanced gradient-based methods use improved local approximations to modify the gradient $\nabla f(w^{(r')})$ to obtain an improved update direction. Figure 5.5 depicts the contours of an objective function $f(w)$ for which the gradient $\nabla f(w^{(r)})$ points only weakly towards the optimal parameter vector $\overline{w}$ (minimizer of $f(w)$). The gradient history $\nabla f(w^{(r')})$, for $r' = 1, \ldots, r$, allows to detect such an unfavourable geometry of the objective function. Moreover, the gradient history can be used to “correct” the update direction $\nabla f(w^{(r)})$ to obtain an improved update direction towards the optimum parameter vector $\overline{w}$.

Figure 5.4: Advanced gradient-based methods use the gradients at previous iterations to construct an improved (non-linear) local approximation (dashed) of the objective function $f(w)$ (solid).
Figure 5.5: Advanced gradient-based methods use improved (non-linear) local approximations of the objective function $f(w)$ to “nudge” the update direction towards the optimal parameter vector $w$. The update direction of plain vanilla GD (5.6) is the negative gradient $-\nabla f(w(r))$. For some objective functions the negative gradient might be only weakly correlated with the straight direction from $w(r)$ towards the optimal parameter vector ($\star$).

5.9 Exercises

**Exercise 5.1. Use Knowledge About Problem Class.** Consider the space $\mathcal{P}$ of sequences $f = (f[0], f[1], \ldots)$ that have the following properties

- for each sequence there is an index $i(f)$ such that $f$ is monotone increasing for indices $i' \geq i(f)$ and monotone decreasing for indices $i' \geq i(f)$

- any change point $r$ of $f$, where $f[r] \neq f[r+1]$ can only occur at integer multiples of 100, e.g., $r = 100$ or $r = 300$.

Given a function $f \in \mathcal{P}$ and starting point $r_0$ our goal is to find the minimum value of $\min_r f[r] = f[r(f)]$ as quickly as possible. Can you construct an iterative algorithm that can access a given function $f$ only by querying the values $f[r], f[r-1]$ and $f[r+1]$ for any given index $r$.

**Exercise 5.2. Maximum Eigenvalue of Flipped Product.** Show that $\lambda_{\max}(AA^T) = \lambda_{\max}(A^TA)$ for any given matrix $A \in \mathbb{R}^{m \times n}$.

**Exercise 5.3. Learning rate Schedule for SGD** Let us learn a linear hypothesis $h(x) = w^T x$ using data points that arrive sequentially at discrete time instants $t = 0, 1, \ldots$. At time $t$, we gather a new data point $(x(r), y(r))$. The data points can be modelled as realizations of iid copies of a RV $(x, y)$. The probability distribution of the features $x$ is
a standard multivariate normal distribution $\mathcal{N}(0, I)$. The label of a random data point is related to its features via $y = \mathbf{w}^T \mathbf{x} + \varepsilon$ with some fixed but unknown true parameter vector $\mathbf{w}$. The additive noise $\varepsilon \sim \mathcal{N}(0, 1)$ follows a standard normal distribution. We use SGD to learn the parameter vector $\mathbf{w}$ of a linear hypothesis,

$$w_{(t+1)} = w_{(t)} - \alpha_t((w_{(t)})^T x_{(t)} - y_{(t)})x_{(t)}.$$  \tag{5.34}$$

with learning rate schedule $\alpha_t = \beta/t^\gamma$. Note that we compute a new SGD iteration (5.34) for each new time instant $t$. What conditions on the hyper-parameters $\beta, \gamma$ ensure that $\lim_{t \to \infty} w_{(t)} = \bar{w}$ in distribution?

**Exercise 5.4. ImageNet.** The “ImageNet” database contains more than $10^6$ images. These images are labeled according to their content (e.g., does the image show a dog?) and stored as a file of size at least 4 kilobytes. We want to learn a classifier that allows to predict if an image shows a dog or not. To learn this classifier we run GD for logistic regression on a small computer that has 32 kilobytes memory and is connected to the internet with bandwidth of 1 Mbit/s. Therefore, for each single GD update (5.6) it must essentially download all images in ImageNet. How long would such a single GD update take?

**Exercise 5.5. Apple or No Apple?** Consider data points being images of size of $1024 \times 1024$ pixels. Each image is characterized by the RGB pixel color intensities (value range $0, \ldots, 255$ resulting in 24 bits for each pixel), which we stack into a feature vector $\mathbf{x} \in \mathbb{R}^n$. We assign each image the label $y = 1$ if it shows an apple and $y = -1$ if it does not show an apple. We use logistic regression to learn a linear hypothesis $h(\mathbf{x}) = \mathbf{w}^T \mathbf{x}$ to classify an image according to $\hat{y} = 1$ if $h(\mathbf{x}) \geq 0$. The training set consists of $m = 10^{10}$ labeled images which are stored in the cloud. We implement the ML method on our own laptop which is connected to the internet with a bandwidth of at most 100 Mbps. Unfortunately we can only store at most five images on our computer. How long does it take at least to complete one single GD step?

**Exercise 5.6. Feature Normalization To Speed Up GD** Consider the dataset with feature vectors $\mathbf{x}^{(1)} = (100, 0)^T \in \mathbb{R}^2$ and $\mathbf{x}^{(2)} = (0, 1/10)^T \in \mathbb{R}^2$ which we stack into the matrix $\mathbf{X} = (\mathbf{x}^{(1)}, \mathbf{x}^{(2)})^T$. What is the condition number of $\mathbf{X}^T \mathbf{X}$? What is the condition number of $(\mathbf{\hat{X}})^T \mathbf{\hat{X}}$ with the matrix $\mathbf{\hat{X}} = (\mathbf{\hat{x}}^{(1)}, \mathbf{\hat{x}}^{(2)})^T$ constructed from the normalized feature vectors $\mathbf{\hat{x}}^{(i)}$ delivered by Algorithm 3.

---

2More precisely, a data point that is obtained as the realization of RV.
Exercise 5.7. Convergence of GD Steps  Consider a differentiable objective function $f(w)$ whose argument is a parameter vector $w \in \mathbb{R}^n$. We make no assumption about smoothness or convexity. Thus, the function $f(w)$ might be non-convex and might also be not $\beta$ smooth. However, the gradient $\nabla f(w)$ is uniformly upper bounded $\|\nabla f(w)\| \leq 100$ for every $w$. Starting from some initial vector $w^{(0)}$ we construct a sequence of parameter vectors using GD steps,

$$w^{(r+1)} = w^{(r)} - \alpha_r \nabla f(w^{(r)}). \tag{5.35}$$

The learning rate $\alpha_r$ in (5.35) is allowed to vary between different iterations. Can you provide sufficient conditions on the evolution of the learning rate $\alpha_r$, as iterations proceed, that ensure convergence of the sequence $w^{(0)}, w^{(1)}, \ldots$. \vspace{1cm}
Figure 6.1: We can diagnose a ML method by comparing its training error with its validation error. Ideally both are on the same level as a baseline (or benchmark error level).

Chapter 4 discussed ERM as a principled approach to learning a good hypothesis out of a hypothesis space or model. In particular, ERM-based ML methods learn a hypothesis $\hat{h} \in \mathcal{H}$ that incurs minimum average loss on a set of labeled data points that serve as the training set. We refer to the average loss incurred by a hypothesis on the training set as the training error. The minimum average loss achieved by a hypothesis that solves the ERM might be referred to as the training error of the overall ML method. Note that a specific ML method consists of specific design choices for the hypothesis space (or model) and loss function (see Chapter 3).

ERM is sensible only if the training error of a hypothesis is an reliable approximation...
for its (average) loss incurred on data points outside the training set. We say that a learnt hypothesis generalizes well if the loss incurred outside the training set is not significantly larger than the average loss on the training set. Whether the training error of a hypothesis is a reliable approximation for its loss on data points outside the training set depends on both, the statistical properties of the data points and on the hypothesis space used by the ML method.

Modern ML methods typically use very large hypothesis spaces in the sense of having a large effective dimension (see Section 2.2). As an example consider linear regression (see Section 3.1) with data points having a large number $n$ of features (this setting is referred to as the high-dimensional regime). The effective dimension of the linear hypothesis space (3.1), which is used by linear regression, is equal to the number $n$ of features. Modern technology allows to collect a huge number of features about individual data points which implies, in turn, that the effective dimension of (3.1) is large. Another example of a high-dimensional hypothesis space arises in deep learning methods using a hypothesis space are constituted by all maps represented by an ANN with billions of tunable parameters.

A high-dimensional hypothesis space is very likely to contain a hypothesis that perfectly fits any given training set. Such a hypothesis achieves a very small training error but might incur a large loss when predicting the labels of a data point that is not included in training set. Thus, the (minimum) training error achieved by a hypothesis learnt by ERM can be misleading. We say that a ML method, such as linear regression using too many features, overfits the training set when it learns a hypothesis (e.g., via ERM) that has small training error but incurs much larger loss outside the training set.

Section 6.1 shows that linear regression is likely to overfit a training set if the number of features of a data point exceeds the size of the training set. Section 6.2 demonstrates how to validate a learnt hypothesis by computing its average loss on data points outside the training set. We refer to the set of data points used to validate the learnt hypothesis as a validation set. If a ML method overfits the training set, it learns a hypothesis whose training error is much smaller than its validation error. We can detect if a ML method overfits by comparing its training error with its validation error (see Figure 6.1).

We can use the validation error not only to detect if a ML method overfits. The validation error can also be used as a quality measure for the hypothesis space or model used by the ML method. This is analogous to the concept of a loss function that allows us to evaluate the quality of a hypothesis $h \in \mathcal{H}$. Section 6.3 shows how to select between ML methods using different models by comparing their validation errors.
Section 6.4 uses a simple probabilistic model for the data to study the relation between the training error of a learnt hypothesis and its expected loss (see (4.1)). This probabilistic analysis reveals the interplay between the data, the hypothesis space and the resulting training error and validation error of a ML method.

Section 6.5 discusses the bootstrap as a simulation based alternative to the probabilistic analysis of Section 6.4. While Section 6.4 assumes a specific probability distribution of the data points, the bootstrap does not require the specification of a probability distribution underlying the data.

As indicated in Figure 6.1, for some ML applications, we might have a baseline (or benchmark) for the achievable performance of ML methods. Such a baseline might be obtained from existing ML methods, human performance levels or from a probabilistic model (see Section 6.4). Section 6.6 details how the comparison between training error, validation error and (if available) a baseline informs possible improvements for a ML method. These improvements might be obtained by collecting more data points, using more features of data points or by changing the hypothesis space (or model).

Having a baseline for the expected loss, such as the Bayes risk, allows to tell if a ML method already provides satisfactory results. If the training error and the validation error of a ML method are close to the baseline, there might be little point in trying to further improve the ML method.

### 6.1 Overfitting

We now have a closer look at the occurrence of overfitting in linear regression methods. As discussed in Section 3.1, linear regression methods learn a linear hypothesis \( h(x) = w^T x \) which is parametrized by the parameter vector \( w \in \mathbb{R}^n \). The learnt hypothesis is then used to predict the numeric label \( y \in \mathbb{R} \) of a data point based on its feature vector \( x \in \mathbb{R}^n \). Linear regression aims at finding a parameter vector \( \hat{w} \) with minimum average squared error loss incurred on a training set

\[
\mathcal{D} = \{(x^{(1)}, y^{(1)}), \ldots, (x^{(m)}, y^{(m)})\}.
\]

The training set \( \mathcal{D} \) consists of \( m \) data points \( (x^{(i)}, y^{(i)}) \), for \( i = 1, \ldots, m \), with known label values \( y^{(i)} \). We stack the feature vectors \( x^{(i)} \) and labels \( y^{(i)} \), respectively, of the data points in the training set into the feature matrix \( X = (x^{(1)}, \ldots, x^{(m)})^T \) and label vector \( y = (y^{(1)}, \ldots, y^{(m)})^T \).
The ERM (4.13) of linear regression is solved by any parameter vector \( \hat{w} \) that solves (4.11). The (minimum) training error of the hypothesis \( h(\hat{w}) \) is obtained as

\[
\hat{L}(h(\hat{w}) \mid \mathcal{D}) \overset{(4.13)}{=} \min_{w \in \mathbb{R}^n} \hat{L}(h(w) \mid \mathcal{D}) = \|(I - P)y\|^2_2.
\]

Here, we used the orthogonal projection matrix \( P \) on the linear span

\[
\text{span}\{X\} = \{Xa : a \in \mathbb{R}^n\} \subseteq \mathbb{R}^m,
\]

of the feature matrix \( X = (x^{(1)}, \ldots, x^{(m)})^T \in \mathbb{R}^{m \times n} \).

In many ML applications we have access to a huge number of individual features to characterize a data point. As a point in case, consider a data point which is a snapshot obtained from a modern smartphone camera. These cameras have a resolution of several megapixels. Here, we can use millions of pixel colour intensities as its features. For such applications, it is common to have more features for data points than the size of the training set,

\[
n \geq m. \tag{6.2}
\]

Whenever (6.2) holds, the feature vectors \( x^{(1)}, \ldots, x^{(m)} \in \mathbb{R}^n \) of the data points in \( \mathcal{D} \) are typically linearly independent. As a case in point, if the feature vectors \( x^{(1)}, \ldots, x^{(m)} \in \mathbb{R}^n \) are realizations of iid RVs with a continuous probability distribution, these vectors are linearly independent with probability one [99].

If the feature vectors \( x^{(1)}, \ldots, x^{(m)} \in \mathbb{R}^n \) are linearly independent, the span of the feature matrix \( X = (x^{(1)}, \ldots, x^{(m)})^T \) coincides with \( \mathbb{R}^m \) which implies, in turn, \( P = I \). Inserting \( P = I \) into (4.13) yields

\[
\hat{L}(h(\hat{w}) \mid \mathcal{D}) = 0. \tag{6.3}
\]

As soon as the number \( m = |\mathcal{D}| \) of training data points does not exceed the number \( n \) of features that characterize data points, there is (with probability one) a linear predictor \( h(\hat{w}) \) achieving zero training error(!).

While the hypothesis \( h(\hat{w}) \) achieves zero training error, it will typically incur a non-zero average prediction error \( y - h(\hat{w})(x) \) on data points \( (x, y) \) outside the training set (see Figure 6.2). Section 6.4 will make this statement more precise by using a probabilistic model for the data points within and outside the training set.

Note that (6.3) also applies if the features \( x \) and labels \( y \) of data points are completely
unrelated. Consider an ML problem with data points whose labels $y$ and features are realizations of a RV that are statistically independent. Thus, in a very strong sense, the features $x$ contain no information about the label of a data point. Nevertheless, as soon as the number of features exceeds the size of the training set, such that (6.2) holds, linear regression methods will learn a hypothesis with zero training error.

We can easily extend the above discussion about the occurrence of overfitting in linear regression to other methods that combine linear regression with a feature map. Polynomial regression, using data points with a single feature $z$, combines linear regression with the feature map $z \mapsto \Phi(z) := (z^0, \ldots, z^{n-1})^T$ as discussed in Section 3.2.

It can be shown that whenever (6.2) holds and the features $z^{(1)}, \ldots, z^{(m)}$ of the training set are all different, the feature vectors $x^{(1)} := \Phi(z^{(1)}), \ldots, x^{(m)} := \Phi(z^{(m)})$ are linearly independent. This implies, in turn, that polynomial regression is guaranteed to find a hypothesis with zero training error whenever $m \leq n$ and the data points in the training set have different feature values.

Figure 6.2: Polynomial regression learns a polynomial map with degree $n-1$ by minimizing its average loss on a training set (blue crosses). Using high-degree polynomials (large $n$) results in a small training error. However, the learnt high-degree polynomial performs poorly on data points outside the training set (orange dots).
Figure 6.3: We split the dataset $D$ into two subsets, a training set $D^{(\text{train})}$ and a validation set $D^{(\text{val})}$. We use the training set to learn (find) the hypothesis $\hat{h}$ with minimum empirical risk $\hat{L}(\hat{h}|D^{(\text{train})})$ on the training set (4.3). We then validate $\hat{h}$ by computing its average loss $\hat{L}(\hat{h}|D^{(\text{val})})$ on the validation set $D^{(\text{val})}$. The average loss $\hat{L}(\hat{h}|D^{(\text{val})})$ obtained on the validation set is the validation error. Note that $\hat{h}$ depends on the training set $D^{(\text{train})}$ but is completely independent of the validation set $D^{(\text{val})}$. 
6.2 Validation

Consider an ML method that uses ERM \([4.3]\) to learn a hypothesis \(\widehat{h} \in H\) out of the hypothesis space \(H\). The discussion in Section \(6.1\) revealed that the training error of a learnt hypothesis \(\widehat{h}\) can be a poor indicator for the performance of \(\widehat{h}\) for data points outside the training set. The hypothesis \(\widehat{h}\) tends to “look better” on the training set over which it has been tuned within ERM. The basic idea of validating the predictor \(\widehat{h}\) is simple:

- first we learn a hypothesis \(\widehat{h}\) using ERM on a training set and
- then we compute the average loss of \(\widehat{h}\) on data points that do not belong to the training set.

Thus, validation means to compute the average loss of a hypothesis using data points that have not been used in ERM to learn that hypothesis.

Assume we have access to a dataset of \(m\) data points,

\[
D = \{(x^{(1)}, y^{(1)}), \ldots, (x^{(m)}, y^{(m)})\}.
\]

Each data point is characterized by a feature vector \(x^{(i)}\) and a label \(y^{(i)}\). Algorithm 5 outlines how to learn and validate a hypothesis \(h \in H\) by splitting the dataset \(D\) into a training set and a validation set. The random shuffling in step 1 of Algorithm 5 ensures the i.i.d. assumption for the shuffled data. Section 6.2.1 shows next how the i.i.d. assumption ensures that the validation error \((6.6)\) approximates the expected loss of the hypothesis \(\widehat{h}\). The hypothesis \(\widehat{h}\) is learnt via ERM on the training set during step 4 of Algorithm 5.

6.2.1 The Size of the Validation Set

The choice of the split ratio \(\rho \approx m_t/m\) in Algorithm 5 is often based on trial and error. We try out different choices for the split ratio and pick the one with the smallest validation error. It is difficult to make a precise statement on how to choose the split ratio which applies broadly \([82]\). This difficulty stems from the fact that the optimal choice for \(\rho\) depends on the precise statistical properties of the data points.

One approach to determine the required size of the validation set is to use a probabilistic model for the data points. The i.i.d. assumption is maybe the most widely used probabilistic model within ML. Here, we interpret data points as the realizations of iid RVs. These iid RVs have a common (joint) probability distribution \(p(x, y)\) over possible features \(x\) and labels.
Algorithm 5 Validated ERM

**Input:** model $\mathcal{H}$, loss function $L$, dataset $\mathcal{D} = \{(x^{(1)}, y^{(1)}), \ldots, (x^{(m)}, y^{(m)})\}$; split ratio $\rho$

1: randomly shuffle the data points in $\mathcal{D}$
2: create the training set $\mathcal{D}^{(\text{train})}$ using the first $m_t = \lceil \rho m \rceil$ data points,
   \[ \mathcal{D}^{(\text{train})} = \{(x^{(1)}, y^{(1)}), \ldots, (x^{(m_t)}, y^{(m_t)})\}. \]
3: create the validation set $\mathcal{D}^{(\text{val})}$ by the $m_v = m - m_t$ remaining data points,
   \[ \mathcal{D}^{(\text{val})} = \{(x^{(m_t+1)}, y^{(m_t+1)}), \ldots, (x^{(m)}, y^{(m)})\}. \]
4: learn hypothesis $\hat{h}$ via ERM on the training set,
   \[ \hat{h} := \arg\min_{h \in \mathcal{H}} \hat{L}(h|\mathcal{D}^{(\text{train})}) \] \hspace{1cm} (6.4)
5: compute the training error
   \[ E_t := \hat{L}(\hat{h}|\mathcal{D}^{(\text{train})}) = (1/m_t) \sum_{i=1}^{m_t} L((x^{(i)}, y^{(i)}), \hat{h}). \] \hspace{1cm} (6.5)
6: compute the validation error
   \[ E_v := \hat{L}(\hat{h}|\mathcal{D}^{(\text{val})}) = (1/m_v) \sum_{i=m_t+1}^{m} L((x^{(i)}, y^{(i)}), \hat{h}). \] \hspace{1cm} (6.6)

**Output:** learnt hypothesis $\hat{h}$, training error $E_t$, validation error $E_v$
y of a data point. Under the i.i.d. assumption, the validation error $E_v$ (6.6) also becomes a realization of a RV. The expectation (or mean) $\mathbb{E}\{E_v\}$ of this RV is precisely the risk $\mathbb{E}\{L((x, y), \hat{h})\}$ of $\hat{h}$ (see (4.1)).

Within the above i.i.d. assumption, the validation error $E_v$ becomes a realization of a RV that fluctuates around its mean $\mathbb{E}\{E_v\}$. We can quantify this fluctuation using the variance

$$\sigma^2_{E_v} := \mathbb{E}\{(E_v - \mathbb{E}\{E_v\})^2\}.$$  

Note that the validation error is the average of the realizations $L((x^{(i)}, y^{(i)}), \hat{h})$ of iid RVs. The probability distribution of the RV $L((x, y), \hat{h})$ is determined by the probability distribution $p(x, y)$, the choice of loss function and the hypothesis $\hat{h}$. In general, we do not know $p(x, y)$ and, in turn, also do not know the probability distribution of $L((x, y), \hat{h})$.

If we know an upper bound $U$ on the variance of the (random) loss $L((x^{(i)}, y^{(i)}), \hat{h})$, we can bound the variance of $E_v$ as

$$\sigma^2_{E_v} \leq U/m_v.$$

We can then, in turn, ensure that the variance $\sigma^2_{E_v}$ of the validation error $E_v$ does not exceed a given threshold $\eta$, say $\eta = (1/100)E_t^2$, by using a validation set of size

$$m_v \geq U/\eta. \quad (6.7)$$

The lower bound (6.7) is only useful if we can determine an upper bound $U$ on the variance of the RV $L((x, y), \hat{h})$ where $(x, y)$ is a RV with probability distribution $p(x, y)$. An upper bound on the variance of $L((x, y), \hat{h})$ can be derived using probability theory if we know an accurate probabilistic model $p(x, y)$ for the data points. Such a probabilistic model might be provided by application-specific scientific fields such as biology or psychology. Another option is to estimate the variance of $L((x, y), \hat{h})$ using the sample variance of the actual loss values $L((x^{(1)}, y^{(1)}), \hat{h}), \ldots, L((x^{(m)}, y^{(m)}), \hat{h})$ obtained for the dataset $\mathcal{D}$.

### 6.2.2 k-Fold Cross Validation

Algorithm 5 uses the most basic form of splitting a given dataset $\mathcal{D}$ into a training set and a validation set. Many variations and extensions of this basic splitting approach have been proposed and studied (see [32] and Section 6.5). One very popular extension of the single split into training set and validation set is known as $k$-fold cross-validation ($k$-fold CV) [57, Sec. 7.10]. We summarize $k$-fold CV in Algorithm 6 below.
Figure 6.4: Illustration of $k$-fold CV for $k = 5$. We evenly partition the entire dataset $D$ into $k = 5$ subsets (or folds) $D_1, \ldots, D_5$. We then repeat the validated ERM Algorithm $5$ for $k = 5$ times. The $b$th repetition uses the $b$th fold $D_b$ as the validation set and the remaining $k-1(= 4)$ folds as the training set for ERM (4.3).

The average (over all $k$ folds) validation error delivered by $k$-fold CV tends to better estimate the expected loss or risk (4.1) compared to the validation error obtained from a single split in Algorithm $5$. Consider a dataset that consists of a relatively small number of data points. If we use a single split of this small dataset into a training set and validation set, we might be very unlucky and choose data points for the validation set which are outliers and not representative for the statistical properties of most data points. The effect of such an unlucky split is typically averaged out when using $k$-fold CV.

### 6.2.3 Imbalanced Data

The simple validation approach discussed above requires the validation set to be a good representative for the overall statistical properties of the data. This might not be the case in applications with discrete valued labels and some of the label values being very rare. We might then be interested in having a good estimate of the conditional risks $E\{L((x, y), h) | y = y'\}$ where $y'$ is one of the rare label values. This is more than requiring a good estimate for...
Algorithm 6 $k$-fold CV ERM

**Input:** model $\mathcal{H}$, loss function $L$, dataset $\mathcal{D} = \{(x^{(1)}, y^{(1)}), \ldots, (x^{(m)}, y^{(m)})\}$; number $k$ of folds

1: randomly shuffle the data points in $\mathcal{D}$
2: divide the shuffled dataset $\mathcal{D}$ into $k$ folds $\mathcal{D}_1, \ldots, \mathcal{D}_k$ of size $B = \lceil m/k \rceil$

\[
\mathcal{D}_1 = \{(x^{(1)}, y^{(1)}), \ldots, (x^{(B)}, y^{(B)})\}, \ldots, \mathcal{D}_k = \{(x^{((k-1)B+1)}, y^{((k-1)B+1)}), \ldots, (x^{(m)}, y^{(m)})\}
\] (6.8)

3: for fold index $b = 1, \ldots, k$ do
4: use $b$th fold as the validation set $\mathcal{D}^{(val)} = \mathcal{D}_b$
5: use rest as the training set $\mathcal{D}^{(train)} = \mathcal{D} \setminus \mathcal{D}_b$
6: learn hypothesis $\hat{h}$ via ERM on the training set,

\[
\hat{h}^{(b)} := \operatorname{argmin}_{h \in \mathcal{H}} \hat{L}(h|\mathcal{D}^{(train)})
\] (6.9)

7: compute the training error

\[
E_t^{(b)} := \hat{L}(\hat{h}^{(b)}|\mathcal{D}^{(train)}) = (1/|\mathcal{D}^{(train)}|) \sum_{i \in \mathcal{D}^{(train)}} L((x^{(i)}, y^{(i)}), \hat{h}^{(b)}).
\] (6.10)

8: compute validation error

\[
E_v^{(b)} := \hat{L}(\hat{h}^{(b)}|\mathcal{D}^{(val)}) = (1/|\mathcal{D}^{(val)}|) \sum_{i \in \mathcal{D}^{(val)}} L((x^{(i)}, y^{(i)}), \hat{h}).
\] (6.11)

9: end for
10: compute average training and validation errors

\[
E_t := (1/k) \sum_{b=1}^{k} E_t^{(b)}, \text{ and } E_v := (1/k) \sum_{b=1}^{k} E_v^{(b)}
\]

11: pick a learnt hypothesis $\hat{h} := \hat{h}^{(b)}$ for some $b \in \{1, \ldots, k\}$

**Output:** learnt hypothesis $\hat{h}$; average training error $E_t$; average validation error $E_v$
Consider data points characterized by a feature vector $\mathbf{x}$ and binary label $y \in \{-1, 1\}$. Assume we aim at learning a hypothesis $h(\mathbf{x}) = \mathbf{w}^T \mathbf{x}$ to classify data points as $\hat{y} = 1$ if $h(\mathbf{x}) \geq 0$ while $\hat{y} = -1$ otherwise. The learning is based on a dataset $\mathcal{D}$ which contains only one single (!) data point with $y = -1$. If we then split the dataset into training and validation set, it is with high probability that the validation set does not include any data point with label value $y = -1$. This cannot happen when using $k$-fold CV since the single data point must be in one of the validation folds. However, even the applicability of $k$-fold CV for such an imbalanced dataset is limited since we evaluate the performance of a hypothesis $h(\mathbf{x})$ using only one single data point with $y = -1$. The resulting validation error will be dominated by the loss of $h(\mathbf{x})$ incurred on data points from the majority class (those with true label value $y = 1$).

To learn and validate a hypothesis with imbalanced data, it might be useful to generate synthetic data points to enlarge the minority class. This can be done using data augmentation techniques which we discuss in Section 7.3. Another option is to choose a loss function that takes the different frequencies of label values into account. Let us illustrate this approach in what follows by an illustrative example.

Consider an imbalanced dataset of size $m = 100$, which contains 90 data points with label $y = 1$ but only 10 data points with label $y = -1$. We might want to put more weight on wrong predictions obtained for data points from the minority class (with true label value $y = -1$). This can be done by using a much larger value for the loss $L((\mathbf{x}, y = -1), h(\mathbf{x}) = 1)$ than for the loss $L((\mathbf{x}, y = 1), h(\mathbf{x}) = -1)$ incurred by incorrectly predicting the label of a data point from the majority class (with true label value $y = 1$).

### 6.3 Model Selection

Chapter 3 illustrated how many well-known ML methods are obtained by different combinations of a hypothesis space or model, loss function and data representation. While for many ML applications there is often a natural choice for the loss function and data representation, the right choice for the model is typically less obvious. We now discuss how to use the validation methods of Section 6.2 to choose between different candidate models.

Consider data points characterized by a single numeric feature $x \in \mathbb{R}$ and numeric label $y \in \mathbb{R}$. If we suspect that the relation between feature $x$ and label $y$ is non-linear, we might use polynomial regression which is discussed in Section 3.2. Polynomial regression uses the
hypothesis space $H^{(n)}_{\text{poly}}$ with some maximum degree $n$. Different choices for the maximum degree $n$ yield a different hypothesis space: $H^{(1)} = H^{(0)}_{\text{poly}}, H^{(2)} = H^{(1)}_{\text{poly}}, \ldots, H^{(M)} = H^{(M)}_{\text{poly}}$.

Another ML method that learns non-linear hypothesis map is Gaussian basis regression (see Section 3.5). Here, different choices for the variance $\sigma$ and shifts $\mu$ of the Gaussian basis function (3.13) result in different hypothesis spaces. For example, $H^{(1)} = H^{(2)}_{\text{Gauss}}$ with $\sigma = 1$ and $\mu_1 = 1$ and $\mu_2 = 2$, $H^{(2)} = H^{(2)}_{\text{Gauss}}$ with $\sigma = 1/10$, $\mu_1 = 10$, $\mu_2 = 20$.

Algorithm 7 summarizes a simple method to choose between different candidate models $H^{(1)}, H^{(2)}, \ldots, H^{(M)}$. The idea is to first learn and validate a hypothesis $\hat{h}^{(l)}$ separately for each model $H^{(l)}$ using Algorithm 6. For each model $H^{(l)}$, we learn the hypothesis $\hat{h}^{(l)}$ via ERM (6.4) and then compute its validation error $E_v^{(l)}$ (6.6). We then choose the hypothesis $\hat{h}^{(l)}$ from those model $H^{(l)}$ which resulted in the smallest validation error $E_v^{(l)} = \min_{l=1,\ldots,M} E_v^{(l)}$.

The workflow of Algorithm 7 is similar to the workflow of ERM. Remember that the idea of ERM is to learn a hypothesis out of a set of different candidates (the hypothesis space). The quality of a particular hypothesis $h$ is measured using the (average) loss incurred on some training set. We use the same principle for model selection but on a higher level. Instead of learning a hypothesis within a hypothesis space, we choose (or learn) a hypothesis space within a set of candidate hypothesis spaces. The quality of a given hypothesis space is measured by the validation error (6.6). To determine the validation error of a hypothesis space, we first learn the hypothesis $\hat{h} \in H$ via ERM (6.4) on the training set. Then, we obtain the validation error as the average loss of $\hat{h}$ on the validation set.

The final hypothesis $\hat{h}$ delivered by the model selection Algorithm 7 not only depends on the training set used in ERM (see (6.9)). This hypothesis $\hat{h}$ has also been chosen based on its validation error which is the average loss on the validation set in (6.11). Indeed, we compared this validation error with the validation errors of other models to pick the model $H^{(l)}$ (see step 10) which contains $\hat{h}$. Since we used the validation error (6.11) of $\hat{h}$ to learn it, we cannot use this validation error as a good indicator for the general performance of $\hat{h}$.

To estimate the general performance of the final hypothesis $\hat{h}$ delivered by Algorithm 7 we must try it out on a test set. The test set, which is constructed in step 3 of Algorithm 7 consists of data points that are neither contained in the training set (6.9) nor the validation set (6.11) used for training and validating the candidate models $H^{(1)}, \ldots, H^{(M)}$. The average loss of the final hypothesis on the test set is referred to as the test error. The test error is computed in the step 12 of Algorithm 7.

Sometimes it is beneficial to use different loss functions for the training and the validation of a hypothesis. As an example, consider logistic regression and the SVM which have been
Algorithm 7 Model Selection

**Input:** list of candidate models $\mathcal{H}^{(1)}, \ldots, \mathcal{H}^{(M)}$, loss function $L$, dataset $\mathcal{D} = \{(x^{(1)}, y^{(1)}), \ldots, (x^{(m)}, y^{(m)})\}$; number $k$ of folds, test set fraction $\rho$

1: randomly shuffle the data points in $\mathcal{D}$
2: determine size $m' := \lceil \rho m \rceil$ of test set
3: construct a test set
   \[ \mathcal{D}^{(\text{test})} = \{(x^{(1)}, y^{(1)}), \ldots, (x^{(m')}, y^{(m')})\} \]
4: construct a training set and a validation set,
   \[ \mathcal{D}^{(\text{trainval})} = \{(x^{(m'+1)}, y^{(m'+1)}), \ldots, (x^{(m)}, y^{(m)})\} \]
5: for model index $l = 1, \ldots, M$ do
6: run Algorithm 6 using $\mathcal{H} = \mathcal{H}^{(l)}$, dataset $\mathcal{D} = \mathcal{D}^{(\text{trainval})}$, loss function $L$ and $k$ folds
7: Algorithm 6 delivers hypothesis $\hat{h}$ and validation error $E_v$
8: store learnt hypothesis $\hat{h}^{(l)} := \hat{h}$ and validation error $E_v^{(l)} := E_v$
9: end for
10: pick model $\mathcal{H}^{(\hat{l})}$ with minimum validation error $E_v^{(\hat{l})} = \min_{l=1,\ldots,M} E_v^{(l)}$
11: define optimal hypothesis $\hat{h} = \hat{h}^{(\hat{l})}$
12: compute test error
   \[ E^{(\text{test})} := L(\hat{h}|\mathcal{D}^{(\text{test})}) = \frac{1}{|\mathcal{D}^{(\text{test})}|} \sum_{i \in \mathcal{D}^{(\text{test})}} L((x^{(i)}, y^{(i)}), \hat{h}). \quad (6.12) \]

**Output:** hypothesis $\hat{h}$; training error $E_t^{(\hat{l})}$; validation error $E_v^{(\hat{l})}$, test error $E^{(\text{test})}$. 
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discussed in Sections 3.6 and 3.7, respectively. Both methods use the same model which is the space of linear hypothesis maps \( h(x) = w^T x \). The main difference between these two methods is in their choice for the loss function. Logistic regression minimizes the (average) logistic loss (2.12) on the training set to learn the hypothesis \( h^{(1)}(x) = (w^{(1)})^T x \) with a parameter vector \( w^{(1)} \). The SVM instead minimizes the (average) hinge loss (2.11) on the training set to learn the hypothesis \( h^{(2)}(x) = (w^{(2)})^T x \) with a parameter vector \( w^{(2)} \). It is inconvenient to compare the usefulness of the two hypotheses \( h^{(1)}(x) \) and \( h^{(2)}(x) \) using different loss functions to compute their validation errors. This comparison is more convenient if we instead compute the validation errors for \( h^{(1)}(x) \) and \( h^{(2)}(x) \) using the average 0/1 loss (2.9).

Algorithm 7 requires as one of its inputs a given list of candidate models. The longer this list, the more computation is required from Algorithm 7. Sometimes it is possible to prune the list of candidate models by removing models that are very unlikely to have minimum validation error.

Consider polynomial regression which uses as the model the space \( \mathcal{H}_{\text{poly}}^{(r)} \) of polynomials with maximum degree \( r \) (see (3.4)). For \( r = 1 \), \( \mathcal{H}_{\text{poly}}^{(r)} \) is the space of polynomials with maximum degree one (which are linear maps), \( h(x) = w_2 x + w_1 \). For \( r = 2 \), \( \mathcal{H}_{\text{poly}}^{(r)} \) is the space of polynomials with maximum degree two, \( h(x) = w_3 x^2 + w_2 x + w_1 \).

The polynomial degree \( r \) parametrizes a nested set of models,

\[
\mathcal{H}_{\text{poly}}^{(r)} \subset \mathcal{H}_{\text{poly}}^{(r)} \subset \ldots
\]

For each degree \( r \), we learn a hypothesis \( h^{(r)} \in \mathcal{H}_{\text{poly}}^{(r)} \) with minimum average loss (training error) \( E_t^{(r)} \) on a training set (see (6.5)). To validate the learnt hypothesis \( h^{(r)} \), we compute its average loss (validation error) \( E_v^{(r)} \) on a validation set (see (6.6)).

Figure 6.5 depicts the typical dependency of the training and validation errors on the polynomial degree \( r \). The training error \( E_t^{(r)} \) decreases monotonically with increasing polynomial degree \( r \). To illustrate this monotonic decrease, we consider the two specific choices \( r = 3 \) and \( r = 5 \) with corresponding models \( \mathcal{H}_{\text{poly}}^{(3)} \) and \( \mathcal{H}_{\text{poly}}^{(5)} \). Note that \( \mathcal{H}_{\text{poly}}^{(3)} \subset \mathcal{H}_{\text{poly}}^{(5)} \) since any polynomial with degree not exceeding 3 is also a polynomial with degree not exceeding 5. Therefore, the training error (6.5) obtained when minimizing over the larger model \( \mathcal{H}_{\text{poly}}^{(5)} \) can only decrease but never increase compared to (6.5) using the smaller model \( \mathcal{H}_{\text{poly}}^{(3)} \).

Figure 6.5 indicates that the validation error \( E_v^{(r)} \) (see (6.6)) behaves different compared to the training error \( E_t^{(r)} \). Starting with degree \( r = 0 \), the validation error first decreases with increasing degree \( r \). As soon as the degree \( r \) is increased beyond a critical value, the validation error starts to increase with increasing \( r \). For very large values of \( r \), the training
error becomes almost negligible while the validation error becomes very large. In this regime, polynomial regression overfits the training set.

Figure 6.6 illustrates the overfitting of polynomial regression when using a maximum degree that is too large. In particular, Figure 6.6 depicts a learnt hypothesis which is a degree 9 polynomial that fits quite well the training set, resulting in a small training error. To achieve such a low training error, requires the learnt polynomial to have an unreasonable high rate of change for feature values \( x \approx 0 \). This results in large prediction errors for data points with feature values \( x \approx 0 \).

![Figure 6.5: The training error and validation error obtained from polynomial regression using different values \( r \) for the maximum polynomial degree.](image-url)
Figure 6.6: A hypothesis $\hat{h}$ which is a polynomial with degree not larger than $r = 9$. The hypothesis has been learnt by minimizing the average loss on the training set. Note the rapid change of $\hat{h}$ for feature values $x \approx 0$.

### 6.4 A Probabilistic Analysis of Generalization

*More Data Beats Clever Algorithms ?; More Data Beats Clever Feature Selection?*

A key challenge in ML is to ensure that a hypothesis that predicts well the labels on a training set (which has been used to learn that hypothesis) will also predict well the labels of data points outside the training set. We say that a ML method generalizes well if it learns a hypothesis $\hat{h}$ that performs not significantly worse on data points outside the training set. In other words, the loss incurred by $\hat{h}$ for data points outside the training set is not much larger than the average loss of $\hat{h}$ incurred on the training set.

We now study the generalization of linear regression methods (see Section 3.1) using an i.i.d. assumption. In particular, we interpret data points as iid realizations of RVs that have the same distribution as a random data point $z = (x, y)$. The feature vector $x$ is then a realization of a standard Gaussian RV with zero mean and covariance being the identity matrix, i.e., $x \sim \mathcal{N}(0, I)$.

The label $y$ of a random data point is related to its features $x$ via a linear Gaussian model

$$y = \mathbf{w}^T x + \varepsilon, \text{ with noise } \varepsilon \sim \mathcal{N}(0, \sigma^2).$$

(6.13)

We assume the noise variance $\sigma^2$ fixed and known. This is a simplifying assumption and in
practice we would need to estimate the noise variance from data \cite{24}. Note that, within our probabilistic model, the error component $\varepsilon$ in (6.13) is intrinsic to the data and cannot be overcome by any ML method. We highlight that the probabilistic model for the observed data points is just a modelling assumption. This assumption allows us to study some fundamental behaviour of ML methods. There are principled methods ("statistical tests") that allow to determine if a given dataset can be accurately modelled using (6.13) \cite{61}.

We predict the label $y$ from the features $x$ using a linear hypothesis $h(x)$ that depends only on the first $l$ features $x_1, \ldots, x_l$. Thus, we use the hypothesis space

$$H^{(l)} = \{ h(w)(x) = (w^T, 0^T)x \text{ with } w \in \mathbb{R}^l \}. \quad (6.14)$$

Note that each element $h(w) \in H^{(l)}$ corresponds to a particular choice of the parameter vector $w \in \mathbb{R}^l$.

The model parameter $l \in \{0, \ldots, n\}$ coincides with the effective dimension of the hypothesis space $H^{(l)}$. For $l < n$, the hypothesis space $H^{(l)}$ is a proper (strict) subset of the space of linear hypothesis maps \cite{2,4} used within linear regression (see Section 3.1). Moreover, the parameter $l$ indexes a nested sequence of models,

$$H^{(0)} \subseteq H^{(1)} \subseteq \ldots \subseteq H^{(n)}.$$

The quality of a particular predictor $h(w) \in H^{(l)}$ is measured via the average squared error $\tilde{L}(h(w) \mid D^{(\text{train})})$ incurred on the labeled training set

$$D^{(\text{train})} = \{ (x^{(1)}, y^{(1)}), \ldots, (x^{(m_t)}, y^{(m_t)}) \}. \quad (6.15)$$

We interpret data points in the training set $D^{(\text{train})}$ as well as any other data point outside the training set as realizations of iid RVs with a common probability distribution. This common probability distribution is a multivariate normal (Gaussian) distribution,

$$x, x^{(i)} \text{ iid with } x, x^{(i)} \sim \mathcal{N}(0, I). \quad (6.16)$$

The labels $y^{(i)}, y$ are related to the features of data points via (see \cite{6.13})

$$y^{(i)} = \bar{w}^T x^{(i)} + \varepsilon^{(i)}, \text{ and } y = \bar{w}^T x + \varepsilon. \quad (6.17)$$

Here, the noise terms $\varepsilon, \varepsilon^{(i)} \sim \mathcal{N}(0, \sigma^2)$ are realizations of iid Gaussian RVs with zero mean and variance $\sigma^2$.  
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Chapter 4 showed that the training error $\hat{\mathcal{L}}(h^{(\hat{\mathbf{w}})} | \mathcal{D}^{(\text{train})})$ is minimized by the predictor $h^{(\hat{\mathbf{w}})}(\mathbf{x}) = \hat{\mathbf{w}}^T \mathbf{x}$, that uses the parameter vector
\[
\hat{\mathbf{w}} = \left( (\mathbf{X}^{(l)})^T \mathbf{X}^{(l)} \right)^{-1} (\mathbf{X}^{(l)})^T \mathbf{y}.
\] (6.18)

Here we used the (restricted) feature matrix $\mathbf{X}^{(l)}$ and the label vector $\mathbf{y}$ defined as, respectively,
\[
\mathbf{X}^{(l)} = (\mathbf{x}^{(1)}, \ldots, \mathbf{x}^{(m_t)})^T \in \mathbb{R}^{m_t \times l} \text{ and } \mathbf{y} = (y^{(1)}, \ldots, y^{(m_t)})^T \in \mathbb{R}^{m_t}.
\] (6.19)

It will be convenient to tolerate a slight abuse of notation and denote both, the length-$l$ vector (6.18) as well as the zero-padded parameter vector $(\hat{\mathbf{w}}^T, 0^T)^T \in \mathbb{R}^n$, by $\hat{\mathbf{w}}$. This allows us to write
\[
h^{(\hat{\mathbf{w}})}(\mathbf{x}) = \hat{\mathbf{w}}^T \mathbf{x}.
\] (6.20)

We highlight that the formula (6.18) for the optimal weight vector $\hat{\mathbf{w}}$ is only valid if the matrix $(\mathbf{X}^{(l)})^T \mathbf{X}^{(l)}$ is invertible. Within our toy model (see (6.16)), this is true with probability one whenever $m_t \geq l$. Indeed, for $m_t \geq l$ the truncated feature vectors $\mathbf{I}_{l \times n} \mathbf{x}^{(1)}, \ldots, \mathbf{I}_{l \times n} \mathbf{x}^{(m_t)}$, which are iid realizations of a Gaussian RV, are linearly independent with probability one [9, 41].

In what follows, we consider the case $m_t > l$ such that the formula (6.18) is valid (with probability one). The more challenging high-dimensional regime $m_t \leq l$ will be studied in Chapter 7.

The optimal parameter vector $\hat{\mathbf{w}}$ (see (6.18)) depends on the training set $\mathcal{D}^{(\text{train})}$ via the feature matrix $\mathbf{X}^{(l)}$ and label vector $\mathbf{y}$ (see (6.19)). Therefore, since we model the data points in the training set as realizations of RVs, the parameter vector $\hat{\mathbf{w}}$ (6.18) is the realization of a RV. For each specific realization of the training set $\mathcal{D}^{(\text{train})}$, we obtain a specific realization of the optimal parameter vector $\hat{\mathbf{w}}$.

The probabilistic model (6.13) relates the features $\mathbf{x}$ of a data point to its label $y$ via some (unknown) true parameter vector $\mathbf{w}$. Intuitively, the best linear hypothesis would be $h(\mathbf{x}) = \hat{\mathbf{w}}^T \mathbf{x}$ with parameter vector $\hat{\mathbf{w}} = \mathbf{w}$. However, in general this will not be achievable since we have to compute $\hat{\mathbf{w}}$ based on the features $\mathbf{x}^{(i)}$ and noisy labels $y^{(i)}$ of the data points in the training set $\mathcal{D}$.

The parameter vector $\hat{\mathbf{w}}$ delivered by ERM (4.5) typically results in a non-zero estimation
error
\[ \Delta \mathbf{w} := \hat{\mathbf{w}} - \mathbf{w}. \]  \hspace{1cm} (6.21)

The estimation error (6.21) is the realization of a RV since the learnt parameter vector \( \hat{\mathbf{w}} \) (see (6.18)) is itself a realization of a RV.

**The Bias and Variance Decomposition.** The prediction accuracy of \( h(\hat{\mathbf{w}}) \), using the learnt parameter vector (6.18), depends crucially on the mean squared estimation error (MSEE)
\[ E_{\text{est}} := \mathbb{E}\{ \| \Delta \mathbf{w} \|_2^2 \} = \mathbb{E}\{ \| \hat{\mathbf{w}} - \mathbf{w} \|_2^2 \}. \]  \hspace{1cm} (6.22)

We will next decompose the MSEE \( E_{\text{est}} \) into two components, which are referred to as a variance term and a bias term. The variance term quantifies the fluctuation of the parameter vector obtained from ERM on the training set (6.15). The bias term characterizes the systematic (or average) deviation between the true parameter vector \( \mathbf{w} \) (see (6.13)) and the expectation of the learnt parameter vector \( \hat{\mathbf{w}} \).

Let us start with rewriting (6.22) using elementary manipulations as
\[ E_{\text{est}} = \mathbb{E}\{ \| \hat{\mathbf{w}} - \mathbf{w} \|_2^2 \} = \mathbb{E}\left\{ \left\| (\hat{\mathbf{w}} - \mathbb{E}\{\hat{\mathbf{w}}\}) - (\mathbf{w} - \mathbb{E}\{\hat{\mathbf{w}}\}) \right\|_2^2 \right\}. \]

We can develop the last expression further by expanding the squared Euclidean norm,
\[ E_{\text{est}} = \mathbb{E}\{ \| \hat{\mathbf{w}} - \mathbb{E}\{\hat{\mathbf{w}}\} \|_2^2 \} - 2 \mathbb{E}\{ (\hat{\mathbf{w}} - \mathbb{E}\{\hat{\mathbf{w}}\})^T (\mathbf{w} - \mathbb{E}\{\hat{\mathbf{w}}\}) \} + \mathbb{E}\{ \| \mathbf{w} - \mathbb{E}\{\hat{\mathbf{w}}\} \|_2^2 \} 
\]
\[ = \mathbb{E}\{ \| \hat{\mathbf{w}} - \mathbb{E}\{\hat{\mathbf{w}}\} \|_2^2 \} - 2 \left( \mathbb{E}\{\hat{\mathbf{w}}\} - \mathbb{E}\{\hat{\mathbf{w}}\} \right)^T \left( \mathbf{w} - \mathbb{E}\{\hat{\mathbf{w}}\} \right) + \mathbb{E}\{ \| \mathbf{w} - \mathbb{E}\{\hat{\mathbf{w}}\} \|_2^2 \} \]
\[ = \mathbb{E}\{ \| \hat{\mathbf{w}} - \mathbb{E}\{\hat{\mathbf{w}}\} \|_2^2 \} + \mathbb{E}\{ \| \mathbf{w} - \mathbb{E}\{\hat{\mathbf{w}}\} \|_2^2 \}. \]  \hspace{1cm} (6.23)

The first component in (6.23) represents the (expected) variance of the learnt parameter vector \( \hat{\mathbf{w}} \) (6.18). Note that, within our probabilistic model, the training set (6.15) is the realization of a RV since it is constituted by data points that are iid realizations of RVs (see (6.16) and (6.13)).

The second component in (6.23) is referred to as a bias term. The parameter vector \( \hat{\mathbf{w}} \) is computed from a randomly fluctuating training set via (6.18) and is therefore itself
fluctuating around its expectation $E\{\hat{w}\}$. The bias term is the Euclidean distance between this expectation $E\{\hat{w}\}$ and the true parameter vector $\bar{w}$ relating features and label of a data point via (6.13).

The bias term $B^2$ and the variance $V$ in (6.23) both depend on the model complexity parameter $l$ but in a fundamentally different manner. The bias term $B^2$ typically decreases with increasing $l$ while the variance $V$ increases with increasing $l$. In particular, the bias term is given as

$$B^2 = \|\bar{w} - E\{\hat{w}\}\|^2_2 = \sum_{j=l+1}^{n} \bar{w}_j^2,$$

(6.24)

The bias term (6.24) is zero if and only if

$$\bar{w}_j = 0 \text{ for any index } j = l + 1, \ldots, n.$$

(6.25)

The necessary and sufficient condition (6.25) for zero bias is equivalent to $h(\bar{w}) \in H^{(l)}$. Note that the condition (6.25) depends on both, the model parameter $l$ and the true parameter vector $\bar{w}$. While the model parameter $l$ is under control, the true parameter vector $\bar{w}$ is not under our control but determined by the underlying data generation process. The only way to ensure (6.25) for every possible parameter vector $\bar{w}$ in (6.13) is to use $l = n$, i.e., to use all available features $x_1, \ldots, x_n$ of a data point.

When using the model $H^{(l)}$ with $l < n$, we cannot guarantee a zero bias term since we have no control over the true underlying parameter vector $\bar{w}$ in (6.13). In general, the bias term decreases with an increasing model size $l$ (see Figure 6.7). We highlight that the bias term does not depend on the variance $\sigma^2$ of the noise $\varepsilon$ in our toy model (6.13).

Let us now consider the variance term in (6.23). Using the statistical independence of the features and labels of data points (see (6.13), (6.16) and (6.17)), one can show that

$$V = E\{|\|\hat{w} - E\{\hat{w}\}\|^2_2\| = (B^2 + \sigma^2) \text{tr}\left\{E\left\{((X^{(l)})^T X^{(l)})^{-1}\right\}\right\}.$$

(6.26)

By (6.16), the matrix $((X^{(l)})^T X^{(l)})^{-1}$ is a realization of a (matrix-valued) RV with an inverse Wishart distribution [90]. For $m_t > l + 1$, its expectation is given as

$$E\{((X^{(l)})^T X^{(l)})^{-1}\} = 1/(m_t - l - 1)I.$$

(6.27)

\[1\text{This derivation is not very difficult but rather lengthy. For more details about the derivation of (6.26) we refer to the literature [9, 87].}\]
Figure 6.7: The MSEE $E_{\text{est}}$ incurred by linear regression can be decomposed into a bias term $B^2$ and a variance term $V$ (see (6.23)). These two components depend on the model complexity $l$ in an opposite manner which results in a bias-variance trade-off.

By inserting (6.27) and $\text{tr}\{I\} = l$ into (6.26),

$$V = \mathbb{E} \left\{ \left\| \hat{w} - \mathbb{E} \left\{ \hat{w} \right\} \right\|^2 \right\} = (B^2 + \sigma^2)l/(m_t - l - 1). \quad (6.28)$$

The variance (6.28) typically increases with increasing model complexity $l$ (see Figure 6.7). In contrast, the bias term (6.24) decreases with increasing $l$.

The opposite dependence of variance and bias on the model complexity results in a bias-variance trade-off. Choosing a model (hypothesis space) with small bias will typically result in large variance and vice versa. In general, the choice of model must balance between a small variance and a small bias.

**Generalization.** Consider a linear regression method that learns the linear hypothesis $h(x) = \hat{w}^T x$ using the parameter vector (6.18). The parameter vector $\hat{w}^T$ (6.18) results in a linear hypothesis with minimum training error, i.e., minimum average loss on the training set. However, the ultimate goal of ML is to find a hypothesis that predicts well the label of any data point. In particular, we want the hypothesis $h(x) = \hat{w}^T x$ to generalize well to data points outside the training set.

We quantify the generalization capability of $h(x) = \hat{w}^T x$ by its expected prediction loss

$$E_{\text{pred}} = \mathbb{E}\left\{ \left( y - \hat{w}^T x \right)^2 \right\}. \quad (6.29)$$

Note that $E_{\text{pred}}$ is a measure for the performance of a ML method and not of a specific hypothesis. Indeed, the learnt parameter vector $\hat{w}$ is not fixed but depends on the data points in the training set. These data points are modelled as realizations of iid RVs and, in
turn, the learnt parameter vector $\hat{w}$ becomes a realization of a RV. Thus, in some sense, the expected prediction loss \((6.29)\) characterizes the overall ML method that reads in a training set and delivers (learn) a linear hypothesis with parameter vector $\hat{w}$ \((6.18)\). In contrast, the risk \((4.1)\) introduced in Chapter 4 characterizes the performance of a specific (fixed) hypothesis $h$ without taking into account a learning process that delivered $h$ based on data.

Let us now relate the expected prediction loss \((6.29)\) of the linear hypothesis $h(x) = \hat{w}^T x$ to the bias and variance of \((6.18)\),

$$E_{\text{pred}} \overset{\text{(6.13)}}{=} E\{\Delta w^T xx^T \Delta w\} + \sigma^2$$

$$\overset{(a)}{=} E\{E\{\Delta w^T xx^T \Delta w \mid D^{\text{(train)}}}\} + \sigma^2$$

$$\overset{(b)}{=} E\{\Delta w^T \Delta w\} + \sigma^2$$

$$\overset{\text{(6.21)-(6.22)}}{=} E_{\text{est}} + \sigma^2$$

$$\overset{\text{(6.23)}}{=} B^2 + V + \sigma^2. \quad (6.30)$$

Here, step (a) uses the law of iterated expectation (see, e.g., [9]). Step (b) uses that the feature vector $x$ of a “new” data point is a realization of a RV which is statistically independent of the data points in the training set $D^{\text{(train)}}$. We also used our assumption that $x$ is the realization of a RV with zero mean and covariance matrix $E\{xx^T\} = I$ (see \((6.16)\)).

According to \((6.30)\), the average (expected) prediction error $E_{\text{pred}}$ is the sum of three components: (i) the bias $B^2$, (ii) the variance $V$ and (iii) the noise variance $\sigma^2$. Figure 6.7 illustrates the typical dependency of the bias and variance on the model \((6.14)\), which is parametrized by the model complexity $l$. Note that the model complexity parameter $l$ in \((6.14)\) coincides with the effective model dimension $d_{\text{eff}} (\mathcal{H}^{(l)})$ (see Section 2.2).

The bias and variance, whose sum is the estimation error $E_{\text{est}}$, can be influenced by varying the model complexity $l$ which is a design parameter. The noise variance $\sigma^2$ is the intrinsic accuracy limit of our toy model \((6.13)\) and is not under the control of the ML engineer. It is impossible for any ML method (no matter how computationally expensive) to achieve, on average, a prediction error smaller than the noise variance $\sigma^2$. Carefully note that this statement only applies if the data points arising in a ML application can be (reasonably well) modelled as realizations of iid RVs.

We highlight that our statistical analysis, resulting the formulas for bias \((6.24)\), variance \((6.28)\) and the average prediction error \((6.30)\), applies only if the observed data points can be well modelled using the probabilistic model specified by \((6.13)\), \((6.16)\) and \((6.17)\). The
validity of this probabilistic model can be verified by principled statistical model validation techniques [158, 145]. Section 6.5 discusses a fundamentally different approach to analyzing the statistical properties of a ML method. Instead of a probabilistic model, this approach uses random sampling techniques to synthesize iid copies of given (small) data points. We can approximate the expectation of some relevant quantity, such as the loss $L((x, y), h)$, using an average over synthetic data [57].

The qualitative behaviour of estimation error in Figure 6.7 depends on the definition for the model complexity. Our concept of effective dimension (see Section 2.2) coincides with most other notions of model complexity for the linear hypothesis space (6.14). However, for more complicated models such as deep nets it is often not obvious how effective dimension is related to more tangible quantities such as the total number of tunable weights or the the number of artificial neurons. Indeed, the effective dimension might also depend on the specific learning algorithm such as SGD. Therefore, for deep nets, if we would plot estimation error against the number of tunable weights we might observe a behaviour of estimation error fundamentally different from the shape in Figure 6.7. One example for such un-intuitive behaviour is known as “double descent phenomena” [8].

6.5 The Bootstrap

basic idea of bootstrap: use histogram of dataset as the underlying probability distribution; generate new data points by random sampling (with replacement) from that distribution.

Consider learning a hypothesis $\hat{h} \in \mathcal{H}$ by minimizing the average loss incurred on a dataset $\mathcal{D} = \{(x^{(1)}, y^{(1)}), \ldots, (x^{(m)}, y^{(m)})\}$. The data points $(x^{(i)}, y^{(i)})$ are modelled as realizations of iid RVs. Let use denote the (common) probability distribution of these RVs by $p(x, y)$.

If we interpret the data points $(x^{(i)}, y^{(i)})$ as realizations of RVs, also the learnt hypothesis $\hat{h}$ is a realization of a RV. Indeed, the hypothesis $\hat{h}$ is obtained by solving an optimization problem (4.3) that involves realizations of RVs. The bootstrap is a method for estimating (parameters of) the probability distribution $p(\hat{h})$ [57].

Section 6.4 used a probabilistic model for data points to derive (the parameters of) the probability distribution $p(\hat{h})$. Note that the analysis in Section 6.4 only applies to the specific probabilistic model (6.16), (6.17). In contrast, the bootstrap can be used for data points drawn from an arbitrary probability distribution.

The core idea behind the bootstrap is to use the histogram $\hat{p}(z)$ of the data points in $\mathcal{D}$.
to generate \( B \) new datasets \( D^{(1)}, \ldots, D^{(B)} \). Each dataset is constructed such that is has the
same size as the original dataset \( D \). For each dataset \( D^{(b)} \), we solve a separate ERM (4.3) to
obtain the hypothesis \( \hat{h}^{(b)} \). The hypothesis \( \hat{h}^{(b)} \) is a realization of a RV whose distribution is
determined by the histogram \( \hat{p}(z) \) as well as the hypothesis space and the loss function used
in the ERM (4.3).

6.6 Diagnosing ML

diagnose ML methods by comparing training error with validation error and (if available)
some baseline; baseline can be obtained via the Bayes risk when using a probabilistic model
(such as the i.i.d. assumption) or human performance or the performance of existing ML
methods (“experts” in regret framework)

In what follows, we tacitly assume that data points can (to a good approximation) be
interpreted as realizations of iid RVs (see Section 2.1.4). This “i.i.d. assumption” underlies
ERM (4.3) as the guiding principle for learning a hypothesis with small risk (4.1). This
assumption also motivates to use the average loss (6.6) on a validation set as an estimate for
the risk. More fundamentally, we need the i.i.d. assumption to define the concept of risk as
a measure for how well a hypothesis predicts the labels of arbitrary data points.

Consider a ML method which uses Algorithm 5 (or Algorithm 6) to learn and validate
the hypothesis \( \hat{h} \in \mathcal{H} \). Besides the learnt hypothesis \( \hat{h} \), these algorithms also deliver the
training error \( E_t \) and the validation error \( E_v \). As we will see shortly, we can diagnose ML
methods to some extent just by comparing training with validation errors. This diagnosis is
further enabled if we know a baseline \( E^{(\text{ref})} \).

One important source for a baseline \( E^{(\text{ref})} \) are probabilistic models for the data points
(see Section 6.4). Given a probabilistic model, which specifies the probability distribution
\( p(x, y) \) of the features and label of data points, we can compute the minimum achievable
risk (4.1). Indeed, the minimum achievable risk is precisely the expected loss of the Bayes estimator \( \hat{h}(x) \)
of the label \( y \), given the features \( x \) of a data point. The Bayes estimator \( \hat{h}(x) \) is fully determined by the probability distribution \( p(x, y) \) of the features and label of a
(random) data point [84, Chapter 4]. When using the squared error loss (2.8) to define the
risk (4.1), the Bayes estimator is given by the posterior mean \( \hat{h}(x) = \mathbb{E}\{y|x\} \).

A further potential source for a baseline \( E^{(\text{ref})} \) is an existing, but for some reason unsuit-
able, ML method. This existing ML method might be computationally too expensive to be
used for the ML application at end. However, we might still use its statistical properties as
a benchmark. The

We might also use the performance of human experts as a baseline. If we want to develop a ML method that detects certain type of skin cancers from images of the skin, a benchmark might be the current classification accuracy achieved by experienced dermatologists [36].

We can diagnose a ML method by comparing the training error $E_t$ with the validation error $E_v$ and (if available) the benchmark $E^{(ref)}$.

- $E_t \approx E_v \approx E^{(ref)}$: The training error is on the same level as the validation error and the benchmark error. There is not much to improve here since the validation error is already on the desired error level. Moreover, the training error is not much smaller than the validation error which indicates that there is no overfitting. It seems we have obtained a ML method that achieves the benchmark error level.

- $E_v \gg E_t$: The validation error is significantly larger than the training error. It seems that the ERM (4.3) results in a hypothesis $\hat{h}$ that overfits the training set. The loss incurred by $\hat{h}$ on data points outside the training set, such as those in the validation set, is significantly worse. This is an indicator for overfitting which can be addressed either by reducing the effective dimension of the hypothesis space or by increasing the size of the training set. To reduce the effective dimension of the hypothesis space we have different options depending on the used model. We might use a small number of features in a linear model (3.1), a smaller maximum depth of decision trees (Section 3.10) or a fewer layers in an ANN (Section 3.11). One very elegant means for reducing the effective dimension of a hypothesis space is by limiting the number of GD steps used in gradient-based methods. This optimization based shrinking of a hypothesis space is referred to as early stopping. More generally, we can reduce the effective dimension of a hypothesis space via regularization techniques (see Chapter 7).

- $E_t \approx E_v \gg E^{(ref)}$: The training error is on the same level as the validation error and both are significantly larger than the baseline. Since the training error is not much smaller than the validation error, the learnt hypothesis seems to not overfit the training set. However, the training error achieved by the learnt hypothesis is significantly larger than the benchmark error level. There can be several reasons for this to happen. First, it might be that the hypothesis space used by the ML method is too small, i.e., it does not include a hypothesis that provides a good approximation for the relation between features and label of a data point. The remedy for this situation is to use a larger hypothesis space, e.g., by including more features in a linear model, using higher
polynomial degrees in polynomial regression, using deeper decision trees or having larger ANNs (deep nets). Another reason for the training error being too large is that the optimization algorithm used to solve ERM (4.3) is not working properly.

When using gradient-based methods (see Section 5.4) to solve ERM, one reason for $E_t \gg E^{(ref)}$ could be that the learning rate $\alpha$ in the GD step (5.6) is chosen too small or too large (see Figure 5.3-(b)). This can be solved by adjusting the learning rate by trying out several different values and using the one resulting in the smallest training error. Another option is derive optimal values for the learning rate based on a probabilistic model for how the data points are generated. One example for such a probabilistic model is the i.i.d. assumption that has been used in Section 6.4 to analyze linear regression methods.

• $E_t \gg E_v$: The training error is significantly larger than the validation error (see Exercise 6.2). The idea of ERM (4.3) is to approximate the risk (4.1) of a hypothesis by its average loss on a training set $D = \{(x^{(i)}, y^{(i)})\}_{i=1}^m$. The mathematical underpinning for this approximation is the law of large numbers which characterizes the average of (realizations of) iid RVs. The quality and usefulness of this approximation depends on the validity of two conditions. First, the data points used for computing the average loss should be such that they would be typically obtained as realizations of iid RVs with a common probability distribution. Second, the number of data points used for computing the average loss must be sufficiently large.

Whenever the data points behave different than the the realizations of iid RVs or if the size of the training set or validation set is too small, the interpretation (and comparison) of the training error and the validation error of a learnt hypothesis becomes more difficult. As an extreme case, it might then be that the validation error consists of data points for which every hypothesis incurs small average loss. Here, we might try to increase the size of the validation set by collecting more labeled data points or by using data augmentation (see Section 7.3). If the size of training set and validation set are large but we still obtain $E_t \gg E_v$, one should verify if data points in these sets conform to the i.i.d. assumption. There are principled statistical test for the validity of the i.i.d. assumption for a given dataset (see [87] and references therein).
6.7 Exercises

**Exercise 6.1. Validation Set Size.** Consider a linear regression problem with data points \((x, y)\) characterized by a scalar feature \(x\) and a numeric label \(y\). Assume data points are realizations of iid RVs whose common probability distribution is multivariate normal with zero-mean and covariance matrix \(C = \begin{pmatrix} \sigma_x^2 & \sigma_{x,y} \\ \sigma_{x,y} & \sigma_y^2 \end{pmatrix}\). The entries of this covariance matrix are the variance \(\sigma_x^2\) of the (zero-mean) feature, the variance \(\sigma_y^2\) of the (zero-mean) label and the covariance between feature and label of a random data point. How many data points do we need to include in a validation set such that with probability of at least 0.8 the validation error of a given hypothesis \(h\) does not deviate by more than 20 percent from its expected loss?

**Exercise 6.2. Validation Error Smaller Than Training Error?** Linear regression learns a linear hypothesis map \(\hat{h}\) having minimal average squared error on a training set. The learnt hypothesis \(\hat{h}\) is then validated on a validation set which is different from the training set. Can you construct a training set and validation set such that the validation error of \(\hat{h}\) is strictly smaller than the training error of \(\hat{h}\)?

**Exercise 6.3. When is Validation Set Too Small?** The usefulness of the validation error as an indicator for the performance of a hypothesis depends on the size of the validation set. Experiment with different ML methods and datasets to find out the minimum required size for the validation set.

**Exercise 6.4. Too many Features?** Consider data points that are characterized by \(n = 1000\) numeric features \(x_1, \ldots, x_n \in \mathbb{R}\) and a numeric label \(y \in \mathbb{R}\). We want to learn a linear hypothesis map \(h(x) = w^T x\) for predicting the label of a data point based on its features. Could it be beneficial to constrain the learnt hypothesis by requiring it to only depend on the first 5 features of a data point?

**Exercise 6.5. Benchmark via Probability Theory.** Consider data points that are characterized with single numeric feature \(x\) and label \(y\). We model the feature and label of a data point as iid realizations of a Gaussian random vector \(z \sim \mathcal{N}(0, C)\) with zero mean and covariance matrix \(C\). The optimal hypothesis \(\hat{h}(x)\) to predict the label \(y\) given the feature \(x\) is the conditional expectation of the (unobserved) label \(y\) given the (observed) feature.
$x$. How is the expected squared error loss of this optimal hypothesis (which is the Bayes estimator) related to the covariance matrix $C$ of the Gaussian random vector $z$. 
Chapter 7

Regularization
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Figure 7.1: The non-linear hypothesis map $\hat{h}$ perfectly predicts the labels of four data points in a training set and therefore has vanishing training error. Despite perfectly fitting the training set, the hypothesis $\hat{h}$ delivers the trivial (and useless) prediction $\hat{y} = \hat{h}(x) = 0$ for data points outside the training set. Regularization techniques help to prevent ML methods from learning such a map $\hat{h}$.

Many ML methods use the principle of ERM (see Chapter 4) to learn a hypothesis out of a hypothesis space by minimizing the average loss (training error) on a set of labeled data points (which constitute a training set). Using ERM as a guiding principle for ML methods makes sense only if the training error is a good indicator for its loss incurred outside the training set.
Figure 7.1 illustrates a typical scenario for a modern ML method which uses a large hypothesis space. This large hypothesis space includes highly non-linear maps which can perfectly resemble any dataset of modest size. However, there might be non-linear maps for which a small training error does not guarantee accurate predictions for the labels of data points outside the training set.

Chapter 6 discussed validation techniques to verify if a hypothesis with small training error will predict also well the labels of data points outside the training set. These validation techniques, including Algorithm 5 and Algorithm 6, probe the hypothesis \( \hat{h} \in H \) delivered by ERM on a validation set. The validation set consists of data points which have not been used in the training set of ERM (4.3). The validation error, which is the average loss of the hypothesis on the data points in the validation set, serves as an estimate for the average error or risk (4.1) of the hypothesis \( \hat{h} \).

This chapter discusses regularization as an alternative to validation techniques. In contrast to validation, regularization techniques do not require having a separate validation set which is not used for the ERM (4.3). This makes regularization attractive for applications where obtaining a separate validation set is difficult or costly (where labelled data is scarce).

Instead of probing a hypothesis \( \hat{h} \) on a validation set, regularization techniques estimate (or approximate) the loss increase when applying \( \hat{h} \) to data points outside the training set. The loss increase is estimated by adding a regularization term to the training error in ERM (4.3).

Section 7.1 discusses the resulting regularized ERM, which we will refer to as SRM. It turns out that the SRM is equivalent to ERM using a smaller (pruned) hypothesis space. The amount of pruning depends on the weight of the regularization term relative to the training error. For an increasing weight of the regularization term, we obtain a stronger pruning resulting in a smaller effective hypothesis space.

Section 7.2 constructs regularization terms by requiring the resulting ML method to be robust against (small) random perturbations of the data points in a training set. Here, we replace each data point of a training set by the realization of a RV that fluctuates around this data point. This construction allows to interpret regularization as a (implicit) form of data augmentation.

Section 7.3 discusses data augmentation methods as a simulation-based implementation of regularization. Data augmentation adds a certain number of perturbed copies to each data point in the training set. One way to construct perturbed copies of a data point is to add the realization of a RV to its features.
Section 7.4 analyzes the effect of regularization for linear regression using a simple probabilistic model for data points. This analysis parallels our previous study of the validation error of linear regression in Section 6.4. Similar to Section 6.4, we reveal a trade-off between the bias and variance of the hypothesis learnt by regularized linear regression. This trade-off was traced out by a discrete model parameter (the effective dimension) in Section 6.4. In contrast, regularization offers a continuous trade-off between bias and variance via a continuous regularization parameter.

Semi-supervised learning (SSL) uses (large amounts of) unlabeled data points to support the learning of a hypothesis from (a small number of) labeled data points [21]. Section 7.5 discusses SSL methods that use the statistical properties of unlabeled data points to construct useful regularization terms. These regularization terms are then used in SRM with a (typically small) set of labeled data points.

Multitask learning exploits similarities between different but similar learning tasks [19]. We can formally define a learning task by a particular choice for the loss function (see Section 2.3). The primary role of a loss function is to score the quality of a hypothesis map. However, the loss function also encapsulates the choice for the label of a data point. For learning tasks defined for a single underlying data generation process it is reasonable to assume that the same subset of features is relevant for those learning tasks. One example for a ML application involving several similar learning tasks is multi-label classification (see Section 2.1.2). Indeed, each individual label of a data point represents an separate learning task. Section 7.6 shows how multitask learning can be implemented using regularization methods. The loss incurred in different learning tasks serves mutual regularization terms in a joint SRM for all learning tasks.

Section 7.7 shows how regularization can be used for transfer learning. Like multitask learning also transfer learning exploits relations between different but similar learning tasks. In contrast to multitask learning, which jointly solves the individual learning tasks, transfer learning solves the learning tasks sequentially. One example of transfer learning is to fine-tune a pre-trained model. A pre-trained model can be obtained via ERM (4.3) in a (“source”) learning task for which we have a large amount of labeled training data. The fine-tuning is then obtained via ERM (4.3) in the (“target”) learning task of interest for which we might have only a small amount of labeled training data.
7.1 Structural Risk Minimization

Section 2.2 defined the effective dimension \( d_{\text{eff}} (\mathcal{H}) \) of a hypothesis space \( \mathcal{H} \) as the maximum number of data points that can be perfectly fit by some hypothesis \( h \in \mathcal{H} \). As soon as the effective dimension of the hypothesis space in (4.3) exceeds the number \( m \) of training data points, we can find a hypothesis that perfectly fits the training data. However, a hypothesis that perfectly fits the training data might deliver poor predictions for data points outside the training set (see Figure 7.1).

Modern ML methods typically use a hypothesis space with large effective dimension \( [150, 17] \). Two well-known examples for such methods is linear regression (see Section 3.1) using a large number of features and deep learning with ANNs using a large number (billions) of artificial neurons (see Section 3.11). The effective dimension of these methods can be easily on the order of billions \( (10^9) \) if not larger \([125]\). To avoid overfitting during the naive use of ERM (4.3) we would require a training set containing at least as many data points as the effective dimension of the hypothesis space. However, in practice we often do not have access to a training set consisting of billions of labeled data points. The challenge is typically in the labelling process which often requires human labour.

It seems natural to combat overfitting of a ML method by pruning its hypothesis space \( \mathcal{H} \). We prune \( \mathcal{H} \) by removing some of the hypothesis in \( \mathcal{H} \) to obtain the smaller hypothesis space \( \mathcal{H}' \subset \mathcal{H} \). We then replace ERM (4.3) with the restricted (or pruned) ERM

\[
\hat{h} = \arg\min_{h \in \mathcal{H}'} \hat{L}(h|\mathcal{D}) \text{ with pruned hypothesis space } \mathcal{H}' \subset \mathcal{H}.
\]  

The effective dimension of the pruned hypothesis space \( \mathcal{H}' \) is typically much smaller than the effective dimension of the original (large) hypothesis space \( \mathcal{H} \), \( d_{\text{eff}} (\mathcal{H}') \ll d_{\text{eff}} (\mathcal{H}) \). For a given size \( m \) of the training set, the risk of overfitting in (7.1) is much smaller than the risk of overfitting in (4.3).

Let us illustrate the idea of pruning for linear regression using the hypothesis space (3.1) constituted by linear maps \( h(x) = w^T x \). The effective dimension of (3.1) is equal to the number of features, \( d_{\text{eff}} (\mathcal{H}) = n \). The hypothesis space \( \mathcal{H} \) might be too large if we use a large number \( n \) of features, leading to overfitting. We prune (3.1) by retaining only linear hypothesis maps \( h(x) = (w')^T x \) whose weight vector \( w' \) satisfies \( w'_3 = w'_4 = \ldots = w'_n = 0 \). Thus, the hypothesis space \( \mathcal{H}' \) is constituted by all linear maps that only depend on the first two features \( x_1, x_2 \) of a data point. The effective dimension of \( \mathcal{H}' \) is \( d_{\text{eff}} (\mathcal{H}') = 2 \) instead of
\[ d_{\text{eff}}(\mathcal{H}) = n. \]

Pruning the hypothesis space is a special case of a more general strategy which some authors refer to as SRM [144]. The idea behind SRM is to modify the training error in ERM (4.3) to favour a hypothesis that is more smooth or regular. By steering ML methods towards learning a smooth hypothesis, we make it less sensitive, or more robust, to small perturbations of data points in the training set. Section 7.2 discusses the intimate relation between the robustness (against perturbations of the data points in the training set) of a ML method and its ability to generalize to data points outside the training set.

We measure the smoothness of a hypothesis using a regularizer \( R(h) \in \mathbb{R}_+ \). The value \( R(h) \) is a quantitative measure for the non-smoothness or irregularity of the hypothesis \( h \). The (design) choice for the regularizer depends on the precise definition of what is meant by regularity or variation of a hypothesis. Section 7.3 discusses how a particular choice for the regularizer \( R(h) \) arises naturally from a probabilistic model for data points.

We obtain SRM by adding the scaled regularizer \( \lambda R(h) \) to the ERM (4.3),

\[
\hat{h} = \arg\min_{h \in \mathcal{H}} \left[ \hat{L}(h|\mathcal{D}) + \lambda R(h) \right]
\]

\[
= \arg\min_{h \in \mathcal{H}} \left[ (1/m) \sum_{i=1}^{m} L((x^{(i)}, y^{(i)}), h) + \lambda R(h) \right].
\] (7.2)

We can interpret the penalty term \( \lambda R(h) \) in (7.2) as an estimate (or approximation) for the increase, relative to the training error on \( \mathcal{D} \), of the average loss of a hypothesis \( \hat{h} \) when applied to data points outside \( \mathcal{D} \). Another interpretation of the term \( \lambda R(h) \) will be discussed in Section 7.3.

The regularization parameter \( \lambda \) allows us to trade between a small training error \( \hat{L}(h^{(w)}|\mathcal{D}) \) and small regularization term \( R(h) \), which enforces smoothness or regularity of \( h \). If we choose a large value for \( \lambda \), we heavily punish any “irregular” hypothesis \( h \) with large \( R(h) \) (see (7.2)). Thus, increasing the value of \( \lambda \) results in the solution (minimizer) of (7.2) having smaller \( R(h) \). On the other hand, choosing a small value for \( \lambda \) in (7.2) puts more emphasis on obtaining a hypothesis \( h \) incurring a small training error. For the extreme case \( \lambda = 0 \), the SRM (7.2) reduces to ERM (4.3).

The pruning approach (7.1) is intimately related to the SRM (7.2). They are, in a certain sense, dual to each other. First, note that (7.2) reduces to the pruning approach (7.1) when using the regularizer \( \mathcal{R}(h) = 0 \) for all \( h \in \mathcal{H'} \), and \( \mathcal{R}(h) = \infty \) otherwise, in (7.2). In the other direction, for many important choices for the regularizer \( \mathcal{R}(h) \), there is a restriction
Figure 7.2: Adding the scaled regularizer \( \lambda R(h) \) to the training error in the objective function of SRM (7.2) is equivalent to solving ERM (7.1) with a pruned hypothesis space \( \mathcal{H}^{(\lambda)} \).

\( \mathcal{H}^{(\lambda)} \subset \mathcal{H} \) such that the solutions of (7.1) and (7.2) coincide (see Figure 7.2). The relation between the optimization problems (7.1) and (7.2) can be made precise using the theory of convex duality (see [14, Ch. 5] and [10]).

For a hypothesis space \( \mathcal{H} \) whose elements \( h \in \mathcal{H} \) are parametrized by a parameter vector \( w \in \mathbb{R}^n \), we can rewrite SRM (7.2) as

\[
\hat{w}^{(\lambda)} = \arg\min_{w \in \mathbb{R}^n} [\hat{L}(h(w)|D) + \lambda R(w)]
\]

\[
= \arg\min_{w \in \mathbb{R}^n} \left[ \frac{1}{m} \sum_{i=1}^{m} L((x^{(i)}, y^{(i)}), h(w)) + \lambda R(w) \right]. \tag{7.3}
\]

For the particular choice of squared error loss (2.8), linear hypothesis space (3.1) and regularizer \( R(w) = \|w\|_2^2 \), SRM (7.3) specializes to

\[
\hat{w}^{(\lambda)} = \arg\min_{w \in \mathbb{R}^n} \left[ \frac{1}{m} \sum_{i=1}^{m} \left( y^{(i)} - w^T x^{(i)} \right)^2 + \lambda \|w\|_2^2 \right]. \tag{7.4}
\]

The special case (7.4) of SRM (7.3) is known as ridge regression [57].

Ridge regression (7.4) is equivalent to (see [10, Ch. 5])

\[
\hat{w}^{(\lambda)} = \arg\min_{h(w) \in \mathcal{H}(\lambda)} \left( \frac{1}{m} \sum_{i=1}^{m} \left( y^{(i)} - h^{(w)}(x^{(i)}) \right)^2 \right) \tag{7.5}
\]
with the restricted hypothesis space

\[ \mathcal{H}(\lambda) := \{ h^w : \mathbb{R}^n \to \mathbb{R} : h^w(x) = w^T x, \text{ with some } w \in \mathbb{R}^n, \|w\|_2^2 \leq C(\lambda) \} \subset \mathcal{H}^{(n)}. \]  

(7.6)

For any given value \( \lambda \) of the regularization parameter in (7.4), there is a number \( C(\lambda) \) such that solutions of (7.4) coincide with the solutions of (7.5). Thus, ridge regression (7.4) is equivalent to linear regression with a pruned version \( \mathcal{H}(\lambda) \) of the linear hypothesis space (3.1). The size of the pruned hypothesis space \( \mathcal{H}(\lambda) \) varies continuously with \( \lambda \).

Another popular special case of ERM (7.3) is obtained for the regularizer \( R(w) = \|w\|_1 \) and known as the Lasso \[58\]

\[ \hat{w}^{(\lambda)} = \arg\min_{w \in \mathbb{R}^n} \left[ (1/m) \sum_{i=1}^{m} \left( y^{(i)} - w^T x^{(i)} \right)^2 + \lambda \|w\|_1 \right]. \]  

(7.7)

Ridge regression (7.4) and the Lasso (7.7) have fundamentally different computational and statistical properties. Ridge regression (7.4) uses a smooth and convex objective function that can be minimized using efficient GD methods. The objective function of Lasso (7.7) is also convex but non-smooth and therefore requires more advanced optimization methods. The increased computational complexity of Lasso (7.7) comes at the benefit of typically delivering a hypothesis with a smaller expected loss than those obtained from ridge regression \[17\] \[58\].

### 7.2 Robustness

Section 7.1 motivates regularization as a soft variant of model selection. Indeed, the regularization term in SRM (7.2) is equivalent to ERM (7.1) using a pruned hypothesis space. We now discuss an alternative view on regularization as a means to make ML methods robust.

The ML methods discussed in Chapter 4 rest on the idealizing assumption that we have access to the true label values and feature values of labeled data points (that form a training set). These methods learn a hypothesis \( h \in \mathcal{H} \) with minimum average loss (training error) incurred for data points in the training set. In practice, the acquisition of label and feature values might be prone to errors. These errors might stem from the measurement device itself (hardware failures or thermal noise in electronic devices) or might be due to human mistakes such as labelling errors.

Let us assume for the sake of exposition that the label values \( y^{(i)} \) in the training set are accurate but that the features \( x^{(i)} \) are a perturbed version of the true features of the \( i \)th
data point. Thus, instead of having observed the data point \((x^{(i)}, y^{(i)})\) we could have equally well observed the data point \((x^{(i)} + \varepsilon, y^{(i)})\) in the training set. Here, we have modelled the perturbations in the features using a RV \(\varepsilon\). The probability distribution of the perturbation \(\varepsilon\) is a design parameter that controls robustness properties of the overall ML method. We will study a particular choice for this distribution in Section 7.3.

A robust ML method should learn a hypothesis that incurs a small loss not only for a specific data point \((x^{(i)}, y^{(i)})\) but also for perturbed data points \((x^{(i)} + \varepsilon, y^{(i)})\). Therefore, it seems natural to replace the loss \(L((x^{(i)}, y^{(i)}), h)\), incurred on the \(i\)th data point in the training set, with the expectation

\[
E\{L((x^{(i)} + \varepsilon, y^{(i)}), h)\}.
\] (7.8)

The expectation (7.8) is computed using the probability distribution of the perturbation \(\varepsilon\). We will show in Section 7.3 that minimizing the average of the expectation (7.8), for \(i = 1, \ldots, m\), is equivalent to the SRM (7.2).

Using the expected loss (7.8) is not the only possible approach to make a ML method robust. Another approach to make a ML method robust is known as bootstrap aggregation (bagging). The idea of bagging is to use the bootstrap method (see Section 6.5 and [57, Ch. 8]) to construct a finite number of perturbed copies \(D^{(1)}, \ldots, D^{(B)}\) of the original training set \(D\).

We then learn (e.g., using ERM) a separate hypothesis \(h^{(b)}\) for each perturbed copy \(D^{(b)}\), \(b = 1, \ldots, B\). This results in a whole ensemble of different hypotheses \(h^{(b)}\) which might even belong to different hypothesis spaces. For example, one the hypothesis \(h^{(1)}\) could be a linear map (see Section 3.1) and the hypothesis \(h^{(2)}\) could be obtained from an ANN (see Section 3.11).

The final hypothesis delivered by bagging is obtained by combining or aggregating (e.g., using the average) the predictions \(h^{(b)}(x)\) delivered by each hypothesis \(h^{(b)}\), for \(b = 1, \ldots, B\) in the ensemble. The ML method referred to as random forest uses bagging to learn an ensemble of decision trees (see Chapter 3.10). The individual predictions obtained from the different decision trees forming a random forest are then combined (e.g., using an average for numeric labels or a majority vote for finite-valued labels), to obtain a final prediction. 187
7.3 Data Augmentation

ML methods using ERM (4.3) are prone to overfitting as soon as the effective dimension of the hypothesis space $\mathcal{H}$ exceeds the number $m$ of data points in the training set. Section 6.3 and Section 7.1 approached this by modifying either the model or the loss function by adding a regularization term. Both approaches prune the hypothesis space $\mathcal{H}$ underlying a ML method to reduce the effective dimension $d_{\text{eff}}(\mathcal{H})$. Model selection does this reduction in a discrete fashion while regularization implements a soft “shrinking” of the hypothesis space.

Instead of trying to reduce the effective dimension we could also try to increase the number $m$ of data points in the training set used for ERM (4.3). We now discuss how to synthetically generate new labeled data points by exploiting statistical symmetries of data.

The data arising in many ML applications exhibit intrinsic symmetries and invariances at least in some approximation. The rotated image of a cat still shows a cat. The temperature measurement taken at a given location will be similar to another measurement taken 10 milliseconds later. Data augmentation exploits such symmetries and invariances to augment the raw data with additional synthetic data.

Let us illustrate data augmentation using an application that involves data points characterized by features $\mathbf{x} \in \mathbb{R}^n$ and number labels $y \in \mathbb{R}$. We assume that the data generating process is such that data points with close feature values have the same label. Equivalently, this assumption is requiring the resulting ML method to be robust against small perturbations of the feature values (see Section 7.2). This suggests to augment a data point $(\mathbf{x}, y)$ by several synthetic data points

$$(\mathbf{x} + \mathbf{\epsilon}^{(1)}, y), \ldots, (\mathbf{x} + \mathbf{\epsilon}^{(B)}, y),$$

(7.9)

with $\mathbf{\epsilon}^{(1)}, \ldots, \mathbf{\epsilon}^{(B)}$ being realizations of iid random vectors with the same probability distribution $p(\mathbf{\epsilon})$.

Given a (raw) dataset $\mathcal{D} = \{(\mathbf{x}^{(1)}, y^{(1)}), \ldots, (\mathbf{x}^{(m)}, y^{(m)})\}$ we denote the associated aug-
mented dataset by

\[ D' = \{ (x^{(1,1)}, y^{(1)}), \ldots, (x^{(1,B)}, y^{(1)}), \]
\[ (x^{(2,1)}, y^{(2)}), \ldots, (x^{(2,B)}, y^{(2)}), \]
\[ \ldots \]
\[ (x^{(m,1)}, y^{(m)}), \ldots, (x^{(m,B)}, y^{(m)}) \}. \quad (7.10) \]

The size of the augmented dataset \( D' \) is \( m' = B \times m \). For a sufficiently large augmentation parameter \( B \), the augmented sample size \( m' \) is larger than the effective dimension \( n \) of the hypothesis space \( H \). We then learn a hypothesis via ERM on the augmented dataset,

\[ \hat{h} = \arg\min_{h \in H} \hat{L}(h|D') \]
\[ \overset{\text{(7.10)}}{=} \arg\min_{h \in H} (1/m') \sum_{i=1}^{m} \sum_{b=1}^{B} L((x^{(i,b)}, y^{(i,b)}), h) \]
\[ \overset{\text{(7.9)}}{=} \arg\min_{h \in H} (1/m) \sum_{i=1}^{m} (1/B) \sum_{b=1}^{B} L((x^{(i)} + \epsilon^{(b)}, y^{(i)}), h). \quad (7.11) \]

We can interpret data-augmented ERM (7.11) as a data-driven form of regularization (see Section 7.1). The regularization is implemented by replacing, for each data point \((x^{(i)}, y^{(i)}) \in \mathcal{D}\), the loss \( L((x^{(i)}, y^{(i)}), h) \) with the average loss \( (1/B) \sum_{b=1}^{B} L((x^{(i)} + \epsilon^{(b)}, y^{(i)}), h) \) over the augmented data points that accompany \((x^{(i)}, y^{(i)}) \in \mathcal{D}\).

Note that in order to implement (7.11) we need to first generate \( B \) realizations \( \epsilon^{(b)} \in \mathbb{R}^n \) of iid random vectors with common probability distribution \( p(\epsilon) \). This might be computationally costly for a large \( B, n \). However, when using a large augmentation parameter \( B \), we might use the approximation

\[ (1/B) \sum_{b=1}^{B} L((x^{(i)} + \epsilon^{(b)}, y^{(i)}), h) \approx \mathbb{E}\{ L((x^{(i)} + \epsilon, y^{(i)}), h) \}. \quad (7.12) \]

This approximation is made precise by a key result of probability theory, known as the law of large numbers. We obtain an instance of ERM by inserting (7.12) into (7.11),

\[ \hat{h} = \arg\min_{h \in H} \frac{1}{m} \sum_{i=1}^{m} \mathbb{E}\{ L((x^{(i)} + \epsilon, y^{(i)}), h) \}. \quad (7.13) \]
The usefulness of \((7.13)\) as an approximation to the augmented ERM \((7.11)\) depends on the difficulty of computing the expectation \(E\{L((x^{(i)} + \epsilon, y^{(i)}), h)\}\). The complexity of computing this expectation depends on the choice of loss function and the choice for the probability distribution \(p(\epsilon)\).

Let us study \((7.13)\) for the special case linear regression with squared error loss \((2.8)\) and linear hypothesis space \((3.1)\),

\[
\hat{h} = \arg\min_{h(\mathbf{w}) \in H(n)} \frac{1}{m} \sum_{i=1}^{m} E\{ (y^{(i)} - \mathbf{w}^T(x^{(i)} + \epsilon))^2 \}. \tag{7.14}
\]

We use perturbations \(\epsilon\) drawn from a multivariate normal distribution with zero mean and covariance matrix \(\sigma^2 \mathbf{I}\),

\[
\epsilon \sim \mathcal{N}(0, \sigma^2 \mathbf{I}). \tag{7.15}
\]

We develop \((7.14)\) further by using

\[
E\{ (y^{(i)} - \mathbf{w}^T(x^{(i)} + \epsilon))\epsilon \} = 0. \tag{7.16}
\]

The identity \((7.16)\) uses that the data points \((x^{(i)}, y^{(i)})\) are fixed and known (deterministic) while \(\epsilon\) is a zero-mean random vector. Combining \((7.16)\) with \((7.14)\),

\[
E\{ (y^{(i)} - \mathbf{w}^T(x^{(i)} + \epsilon))^2 \} = (y^{(i)} - \mathbf{w}^T x^{(i)})^2 + \|\mathbf{w}\|_2^2 E\{\|\epsilon\|_2^2\} = (y^{(i)} - \mathbf{w}^T x^{(i)})^2 + n\|\mathbf{w}\|_2^2 \sigma^2. \tag{7.17}
\]

where the last step used \(E\{\|\epsilon\|_2^2\} = n\sigma^2\). Inserting \((7.17)\) into \((7.14)\),

\[
\hat{h} = \arg\min_{h(\mathbf{w}) \in H(n)} \frac{1}{m} \sum_{i=1}^{m} (y^{(i)} - \mathbf{w}^T x^{(i)})^2 + n\|\mathbf{w}\|_2^2 \sigma^2. \tag{7.18}
\]

We have obtained \((7.18)\) as an approximation of the augmented ERM \((7.11)\) for the special case of squared error loss \((2.8)\) and the linear hypothesis space \((3.1)\). This approximation uses the law of large numbers \((7.12)\) and becomes more accurate for increasing augmentation parameter \(B\).

Note that \((7.18)\) is nothing but ridge regression \((7.4)\) using the regularization parameter \(\lambda = n\sigma^2\). Thus, we can interpret ridge regression as implicit data augmentation \((7.10)\) by applying random perturbations \((7.9)\) to the feature vectors in the original training set \(\mathcal{D}\).
The regularizer \( R(w) = \|w\|^2_2 \) in (7.18) arose naturally from the specific choice for the probability distribution (7.15) of the random perturbation \( \xi(i) \) in (7.9) and using the squared error loss. Other choices for this probability distribution or the loss function result in different regularizers.

Augmenting data points with random perturbations distributed according (7.15) treat the features of a data point independently. For application domains that generate data points with highly correlated features it might be useful to augment data points using random perturbations \( \xi \) (see (7.9)) distributed as

\[
\xi \sim \mathcal{N}(0, C).
\]

(7.19)

The covariance matrix \( C \) of the perturbation \( \xi \) can be chosen using domain expertise or estimated (see Section 7.5). Inserting the distribution (7.19) into (7.13),

\[
\hat{h} = \text{argmin}_{h \in H} \left[ \frac{1}{m} \sum_{i=1}^{m} (y(i) - w^T x(i))^2 + w^T C w \right].
\]

(7.20)

Note that (7.20) reduces to ordinary ridge regression (7.18) for the choice \( C = \sigma^2 I \).

### 7.4 Statistical and Computational Aspects of Regularization

The goal of this section is to develop a better understanding for the effect of the regularization term in SRM (7.3). We will analyze the solutions of ridge regression (7.4) which is the special case of SRM using the linear hypothesis space (3.1) and squared error loss (2.8). Using the feature matrix \( X = (x^{(1)}, \ldots, x^{(m)})^T \) and label vector \( y = (y^{(1)}, \ldots, y^{(m)})^T \), we can rewrite (7.4) more compactly as

\[
\hat{w}(\lambda) = \text{argmin}_{w \in \mathbb{R}^n} \left[ \frac{1}{m} \|y - Xw\|^2_2 + \lambda \|w\|^2_2 \right].
\]

(7.21)

The solution of (7.21) is given by [133, Sec. 3.3.]

\[
\hat{w}(\lambda) = (1/m)((1/m)X^TX + \lambda I)^{-1}X^Ty.
\]

(7.22)
For \( \lambda = 0 \), (7.22) reduces to the formula (6.18) for the optimal weights in linear regression (see (7.4) and (4.5)). Note that for \( \lambda > 0 \), the formula (7.22) is always valid, even when \( X^T X \) is singular (not invertible). For \( \lambda > 0 \) the optimization problem (7.21) (and (7.4)) has the unique solution (7.22).

To study the statistical properties of the predictor \( h^{(\hat{w})}(x) = (\hat{w}(\lambda))^T x \) (see (7.22)) we use the probabilistic toy model (6.13), (6.16) and (6.17) that we used already in Section 6.4. We interpret the training data \( D^{(\text{train})} = \{ (x^{(i)}, y^{(i)}) \}_{i=1}^m \) as realizations of iid RVs whose distribution is defined by (6.13), (6.16) and (6.17).

We can then define the average prediction error of ridge regression as

\[
E^{(\lambda)}_{\text{pred}} := \mathbb{E} \left\{ (y - h^{(\hat{w}(\lambda))}(x))^2 \right\}. \tag{7.23}
\]

As shown in Section 6.4 the error \( E^{(\lambda)}_{\text{pred}} \) is the sum of three components: the bias, the variance and the noise variance \( \sigma^2 \) (see (6.30)). The bias of \( \hat{w}(\lambda) \) is

\[
B^2 = \mathbb{E} \left\{ \left\| (I - (X^T X + m\lambda I)^{-1} X^T X) \hat{w} \right\|^2 \right\}. \tag{7.24}
\]

For sufficiently large size \( m \) of the training set, we can use the approximation

\[
X^T X \approx mI \tag{7.25}
\]

such that (7.24) can be approximated as

\[
B^2 \approx \left\| (I - (I + \lambda I)^{-1}) \hat{w} \right\|^2 \\
= \sum_{j=1}^n \frac{\lambda}{1 + \lambda} \hat{w}_j^2. \tag{7.26}
\]

Let us compare the (approximate) bias term (7.26) of ridge regression with the bias term (6.24) of ordinary linear regression (which is the extreme case of ridge regression with \( \lambda = 0 \)). The bias term (7.26) increases with increasing regularization parameter \( \lambda \) in ridge regression (7.4). Sometimes the increase in bias is outweighed by the reduction in variance. The variance typically decreases with increasing \( \lambda \) as shown next.
The variance of ridge regression \( \sigma^2 \) satisfies
\[
V = (\sigma^2/m^2) \times \text{tr}\{E\{(X + \lambda I)^{-1} X^T (X + \lambda I)^{-1}\}\}.
\] (7.27)

Inserting the approximation (7.25) into (7.27),
\[
V \approx (\sigma^2/m^2) \text{tr}\{E\{(I + \lambda I)^{-1} X^T (I + \lambda I)^{-1}\}\} = \sigma^2 (1/m)(n/(1+\lambda)^2).
\] (7.28)

According to (7.28), the variance of \( \hat{w}(\lambda) \) decreases with increasing regularization parameter \( \lambda \) of ridge regression (7.4). This is the opposite behaviour as observed for the bias (7.26), which increases with increasing \( \lambda \). By comparing the variance approximation (7.28) with the variance (6.28) of linear regression suggests to interpret the ratio \( n/(1+\lambda)^2 \) as an effective number of features used by ridge regression. Increasing the regularization parameter \( \lambda \) decreases the effective number of features.

Figure 7.3 illustrates the trade-off between the bias \( B^2 \) (7.26) of ridge regression, which increases for increasing \( \lambda \), and the variance \( V \) (7.28) which decreases with increasing \( \lambda \). Note that we have seen another example for a bias-variance trade-off in Section 6.4. This trade-off was traced out by a discrete (model complexity) parameter \( l \in \{1, 2, \ldots\} \) (see (6.14)). In stark contrast to discrete model selection, the bias-variance trade-off for ridge regression is traced out by the continuous regularization parameter \( \lambda \in \mathbb{R}_+ \).

The main statistical effect of the regularization term in ridge regression is to balance the bias with the variance to minimize the average prediction error of the learnt hypothesis. There is also a computational effect or adding a regularization term. Roughly speaking, the
The regularization term serves as a pre-conditioning of the optimization problem and, in turn, reduces the computational complexity of solving ridge regression \((7.21)\).

The objective function in \((7.21)\) is a smooth (infinitely often differentiable) convex function. We can therefore use GD to solve \((7.21)\) efficiently (see Chapter 5). Algorithm 8 summarizes the application of GD to \((7.21)\). The computational complexity of Algorithm 8 depends crucially on the number of GD iterations required to reach a sufficiently small neighborhood of the solutions to \((7.21)\). Adding the regularization term \(\lambda \|w\|_2^2\) to the objective function of linear regression speeds up GD. To verify this claim, we first rewrite \((7.21)\) as the quadratic problem

\[
\min_{w \in \mathbb{R}^n} \frac{1}{2} w^T Q w - q^T w = f(w)
\]

with \(Q = (1/m)X^T X + \lambda I\), \(q = (1/m)X^T y\).

\((7.29)\)

This is similar to the quadratic optimization problem \((4.9)\) underlying linear regression but with a different matrix \(Q\). The computational complexity (number of iterations) required by GD (see \((5.6)\)) to solve \((7.29)\) up to a prescribed accuracy depends crucially on the condition number \(\kappa(Q) \geq 1\) of the psd matrix \(Q\) \[67\]. The smaller the condition number \(\kappa(Q)\), the fewer iterations are required by GD. We refer to a matrix with a small condition number as being “well-conditioned”.

The condition number of the matrix \(Q\) in \((7.29)\) is given by

\[
\kappa(Q) = \frac{\lambda_{\text{max}}((1/m)X^T X) + \lambda}{\lambda_{\text{min}}((1/m)X^T X) + \lambda}.
\]

\((7.30)\)

According to \((7.30)\), the condition number \(\kappa(Q)\) tends to one for increasing regularization parameter \(\lambda\),

\[
\lim_{\lambda \to \infty} \frac{\lambda_{\text{max}}((1/m)X^T X) + \lambda}{\lambda_{\text{min}}((1/m)X^T X) + \lambda} = 1.
\]

\((7.31)\)

Thus, the number of required GD iterations in Algorithm 8 decreases with increasing regularization parameter \(\lambda\).

### 7.5 Semi-Supervised Learning

Consider the task of predicting the numeric label \(y\) of a data point \(z = (x, y)\) based on its feature vector \(x = (x_1, \ldots, x_n)^T \in \mathbb{R}^n\). At our disposal are two datasets \(D^{(u)}\) and \(D^{(l)}\).
Algorithm 8 Regularized Linear regression via GD

Input: dataset $\mathcal{D} = \{(x^{(i)}, y^{(i)})\}_{i=1}^m$; GD learning rate $\alpha > 0$.

Initialize: set $w^{(0)} := 0$; set iteration counter $r := 0$

1: repeat
   2: $r := r + 1$ (increase iteration counter)
   3: $w^{(r)} := (1 - \alpha \lambda)w^{(r-1)} + \alpha (2/m) \sum_{i=1}^m (y^{(i)} - (w^{(r-1)})^T x^{(i)}) x^{(i)}$ (do a GD step (5.6))
4: until stopping criterion met

Output: $w^{(r)}$ (which approximates $\hat{w}^{(\lambda)}$ in (7.21))

For each datapoint in $\mathcal{D}^{(u)}$ we only know the feature vector. We therefore refer to $\mathcal{D}^{(u)}$ as “unlabelled data”. For each datapoint in $\mathcal{D}^{(l)}$ we know both, the feature vector $x$ and the label $y$. We therefore refer to $\mathcal{D}^{(l)}$ as “labeled data”.

SSL methods exploit the information provided by unlabelled data $\mathcal{D}^{(u)}$ to support the learning of a hypothesis based on minimizing its empirical risk on the labelled (training) data $\mathcal{D}^{(l)}$. The success of SSL methods depends on the statistical properties of the data generated within a given application domain. Loosely speaking, the information provided by the probability distribution of the features must be relevant for the ultimate task of predicting the label $y$ from the the features $x$.

Let us design a SSL method, summarized in Algorithm 9 below, using the data augmentation perspective from Section 7.3. The idea is the augment the (small) labeled dataset $\mathcal{D}^{(l)}$ by adding random perturbations to the features vectors of data point in $\mathcal{D}^{(l)}$. This is reasonable for applications where feature vectors are subject to inherent measurement or modelling errors. Given a data point with vector $x$ we could have equally well observed a feature vector $x + \epsilon$ with some small random perturbation $\epsilon \sim \mathcal{N}(0, C)$. To estimate the covariance matrix $C$, we use the sample covariance matrix of the feature vectors in the (large) unlabelled dataset $\mathcal{D}^{(u)}$. We then learn a hypothesis using the augmented (regularized) ERM (7.20).

7.6 Multitask Learning

Consider a specific learning task of finding a hypothesis $h$ with minimum (expected) loss $L((x, y), h)$. Note that the loss incurred by $h$ for a specific data point depends on the definition for the label of a data point. We can obtain different learning tasks for the same data points by using different choices or definitions for the label of a data point. Multitask learning exploits the similarities between different learning tasks to jointly solve them. Let
Algorithm 9 A Semi-Supervised Learning Algorithm

Input: labeled dataset $D^{(l)} = \{(x^{(i)}, y^{(i)})\}_{i=1}^{m}$; unlabeled dataset $D^{(u)} = \{\tilde{x}^{(i)}\}_{i=1}^{m'}$

1: compute $C$ via sample covariance on $D^{(u)}$,

$$C := (1/m') \sum_{i=1}^{m'} (\tilde{x}^{(i)} - \tilde{x})(\tilde{x}^{(i)} - \tilde{x})^T$$

with $\tilde{x} := (1/m') \sum_{i=1}^{m'} \tilde{x}^{(i)}$. (7.32)

2: compute (e.g. using GD)

$$\hat{w} := \arg\min_{w \in \mathbb{R}^n} \left[ (1/m) \sum_{i=1}^{m} (y^{(i)} - w^T x^{(i)})^2 + w^T C w \right].$$ (7.33)

Output: hypothesis $\hat{h}(x) = (\hat{w})^T x$

us next discuss a simple example of a multitask learning problem.

Consider a data point $z$ representing a hand-drawing that is collected via the online game [https://quickdraw.withgoogle.com/](https://quickdraw.withgoogle.com/). The features of a data point are the pixel intensities of the bitmap which is used to store the hand-drawing. As label we could use the fact if a hand-drawing shows an apple or not. This results in the learning task $T^{(1)}$. Another choice for the label of a hand-drawing could be the fact if a hand-drawing shows a fruit at all or not. This results in another learning task $T^{(2)}$ which is similar but different from the task $T^{(1)}$.

The idea of multitask learning is that a reasonable hypothesis $h$ for some learning task should also do well for a similar learning task. Thus, we can use the loss incurred on similar learning tasks as a regularization term for learning a hypothesis for the learning task at hand. Algorithm 10 is a straightforward implementation of this idea for a given dataset that gives rise to $T$ related learning tasks $T^{(1)}, \ldots, T^{(T)}$. For each individual learning task $T^{(t')}$ it uses the loss on the remaining learning tasks $T^{(t)}$, with $t \neq t'$, as regularization term in (7.34).

The applicability of Algorithm 10 is somewhat limited as it aims at finding a single hypothesis that does well for all $T$ learning tasks simultaneously. For certain application domains it might be more reasonable to not learn a single hypothesis for all learning tasks but to learn a separate hypothesis $h^{(t)}$ for each learning task $t = 1, \ldots, T$. However, these separate hypotheses typically might still share some structural similarities.\footnote{One important example for such a structural similarity in the case of linear predictors $h^{(t)}(x) = (w^{(t)})^T x$ is that the parameter vectors $w^{(T)}$ have a small joint support. Requiring the parameter vectors to}
Algorithm 10 A Multitask Learning Algorithm

Input: dataset $D = \{z^{(1)}, \ldots, z^{(m)}\}$; $T$ learning tasks with loss functions $L^{(1)}, \ldots, L^{(T)}$, hypothesis space $\mathcal{H}$

1: learn a hypothesis $\hat{h}$ via

$$\hat{h} := \arg\min_{h \in \mathcal{H}} \sum_{t=1}^{T} \sum_{i=1}^{m} L^{(t)}(z^{(i)}, h). \quad (7.34)$$

Output: hypothesis $\hat{h}$

different notion of similarity between hypothesis maps $h^{(t)}$ by adding a regularization term to the individual loss functions of the learning tasks.

Algorithm 11 generalizes Algorithms 10 by learning a separate hypothesis for each task $t$ while requiring these hypotheses to be structurally similar. The structural (dis-)similarity between the hypothesis maps is measured by a regularization term $\mathcal{R}$ in (7.35).

Algorithm 11 A Multitask Learning Algorithm

Input: dataset $D = \{z^{(1)}, \ldots, z^{(m)}\}$ with $T$ associated learning tasks with loss functions $L^{(1)}, \ldots, L^{(T)}$, hypothesis space $\mathcal{H}$

1: learn a hypothesis $\hat{h}$ via

$$\hat{h}^{(1)}, \ldots, \hat{h}^{(T)} := \arg\min_{h^{(1)}, \ldots, h^{(T)} \in \mathcal{H}} \sum_{t=1}^{T} \sum_{i=1}^{m} L^{(t)}(z^{(i)}, h^{(t)}) + \lambda \mathcal{R}(h^{(1)}, \ldots, h^{(T)}). \quad (7.35)$$

Output: hypotheses $\hat{h}^{(1)}, \ldots, \hat{h}^{(T)}$

7.7 Transfer Learning

Regularization is also instrumental for transfer learning to capitalize on synergies between different related learning tasks [107, 60]. Transfer learning is enabled by constructing regularization terms for a learning task by using the result of a previous learning task. While multitask learning methods solve many related learning tasks simultaneously, transfer learning methods operate in a more sequential fashion.

have a small joint support is equivalent to requiring the stacked vector $\tilde{w} = (w^{(1)}, \ldots, w^{(T)})$ to be block (group) sparse [34].
Let us illustrate the idea of transfer learning using two learning tasks which differ significantly in their intrinsic difficulty. Informally, we consider a learning task to be easy if we can easily gather large amounts of labeled (training) data for that task. Consider the learning task $T^{(1)}$ of predicting whether an image shows a cat or not. For this learning task we can easily gather a large training set $D^{(1)}$ using via image collections of animals. Another (related) learning task $T^{(2)}$ is to predict whether an image shows a cat of a particular breed, with a particular body height and with a specific age. The learning task $T^{(2)}$ is more difficult than $T^{(1)}$ since we have only a very limited amount of cat images for which we know the particular breed, body height and precise age of the depicted cat.

### 7.8 Exercises

**Exercise 7.1. Ridge Regression is a Quadratic Problem.** Consider the linear hypothesis space consisting of linear maps parameterized by weights $w$. We try to find the best linear map by minimizing the regularized average squared error loss (empirical risk) incurred on a training set

$$D := \{(x^{(1)}, y^{(1)}), (x^{(2)}, y^{(2)}), \ldots, (x^{(m)}, y^{(m)})\}.$$  

Ridge regression augments the average squared error loss on $D$ by the regularizer $\|w\|^2$, yielding the following learning problem

$$\min_{w \in \mathbb{R}^n} f(w) = (1/m) \sum_{i=1}^{m} (y^{(i)} - w^T x^{(i)}) + \lambda \|w\|_2^2.$$  

Is it possible to rewrite the objective function $f(w)$ as a convex quadratic function $f(w) = w^T C w + b^T w + c$? If this is possible, how are the matrix $C$, vector $b$ and constant $c$ related to the feature vectors and labels of the training data?

**Exercise 7.2. Regularization or Model Selection.** Consider data points, each characterized by $n = 10$ features $x \in \mathbb{R}^n$ and a single numeric label $y$. We want to learn a linear hypothesis $h(x) = w^T x$ by minimizing the average squared error on the training set $D$ of size $m = 4$. We could learn such a hypothesis by two approaches. The first approach is to split the dataset into a training set and a validation set. Then we consider all models that consists of linear hypotheses with weight vectors having at most two non-zero weights. Each
of these models corresponds to a different subset of two weights that might be non-zero. Find the model resulting in the smallest validation errors (see Algorithm 5). Compute the average loss of the resulting optimal linear hypothesis on some data points that have neither been used in the training set nor the validation set. Compare this average loss (“test error”) with the average loss obtained on the same data points by the hypothesis learnt by ridge regression (7.4).
Figure 8.1: Each circle represents an image which is characterized by its average redness $x_r$ and average greenness $x_g$. The $i$-th image is depicted by a circle located at the point $x^{(i)} = (x^{(i)}_r, x^{(i)}_g)^T \in \mathbb{R}^2$. It seems that the images can be grouped into two clusters.

So far we focused on ML methods that use the ERM principle and lean a hypothesis by minimizing the discrepancy between its predictions and the true labels on a training set. These methods are referred to as supervised methods as they require labeled data points for which the true label values have been determined by some human (who serves as a “supervisor”). This and the following chapter discuss ML methods which do not require to know the label of any data point. These methods are often referred to as “unsupervised” since they do not require a “supervisor” to provide the label values for any data point.

One important family of unsupervised ML methods aims at clustering a given set of data
points such as those depicted in Figure 8.1. The basic idea of clustering is to decompose a set of data points into few subsets or clusters that consist of similar data points. For the dataset in Figure 8.1, it seems reasonable to define two clusters, one cluster \( \{x^{(1)}, x^{(5)}, x^{(6)}, x^{(7)}\} \) and a second cluster \( \{x^{(2)}, x^{(3)}, x^{(4)}, x^{(8)}\} \).

Formally, clustering methods learn a hypothesis that assigns each data point either to precisely one cluster (see Section 8.1) or several clusters with different degrees of belonging (see Section 8.2). Different clustering methods use different measures for the similarity between data points. For data points characterized by (numeric) Euclidean feature vectors, the similarity between data points can be naturally defined in terms of the Euclidean distance between feature vectors. Section 8.3 discusses clustering methods that use notions of similarity that are not based on a Euclidean space.

There is a strong conceptual link between clustering methods and the classification methods discussed in Chapter 3. Both type of methods learn a hypothesis that reads in the features of a data point and delivers a prediction for some quantity of interest. In classification methods, this quantity of interest is some generic label of a data point. For clustering methods, this quantity of interest for a data point is the cluster assignment (for hard clustering) of the degree of belonging (for soft clustering). A main difference between clustering and classification is that clustering methods do not require the true label (cluster assignment or degree of belonging) of a single data point.

Classification methods learn a good hypothesis via minimizing their average loss incurred on a training set of labeled data points. In contrast, clustering methods do not have access to a single labeled data point. To find the correct labels (cluster assignments), clustering methods must rely solely on the intrinsic geometry of the data points. We will see that clustering methods use this intrinsic geometry to determine an empirical risk incurred by a candidate hypothesis (which maps data points to cluster assignments or degree of belonging). Thus, much like classification methods, also clustering implement the generic ERM principle (see Chapter 4) to find a good hypothesis (clustering).

This chapter discusses two main flavors of clustering methods:

- hard clustering (see Section 8.1)
- and soft clustering methods (see Section 8.2).

Hard clustering methods learn a hypothesis \( h \) that reads in the feature vector \( x \) of a data point and delivers a predicted cluster assignment \( \hat{y} = h(x) \in \{1, \ldots, k\} \). Thus, assigns each
data point to one single cluster. Section 8.1 will discuss one of the most widely-used hard clustering algorithms which is known as \( k \)-means.

In contrast to hard clustering methods, soft clustering methods assign each data point to several clusters with varying degree of belonging. These methods learn a hypothesis that delivers a vector \( \hat{y} = (\hat{y}_1, \ldots, \hat{y}_k)^T \) with entry \( \hat{y}_c \in [0, 1] \) being the predicted degree by which the data point belongs to the \( c \)-th cluster. Hard clustering is an extreme case of soft clustering where we enforce each degree of belonging to take only values in \{0, 1\}. Moreover, hard clustering requires that for each data point only of the corresponding degree of belonging (one for each cluster) is non-zero.

The main focus of this chapter is on methods that require data points being represented by numeric feature vectors (see Sections 8.1 and 8.2). These methods define the similarity between data points using the Euclidean distance between their feature vectors. Some applications generate data points for which it is not obvious how to obtain numeric feature vectors such that their Euclidean distances reflect the similarity between data points. It is then desirable to use a more flexible notion of similarity which does not require to determine (useful) numeric feature vectors of data points.

Maybe the most fundamental concept to represent similarities between data points is a similarity graph. The nodes of the similarity graph are the individual data points of a dataset. Similar data points are connected by edges (links) that might be assigned some weight that quantities the amount of similarity. Section 8.3 discusses clustering methods that use a graph to represent similarities between data points.
8.1 Hard Clustering with \( k \)-means

Consider a dataset \( \mathcal{D} \) which consists of \( m \) data points that are indexed by \( i = 1, \ldots, m \). The data points are characterized via their numeric feature vectors \( x^{(i)} \in \mathbb{R}^n \), for \( i = 1, \ldots, m \). It will be convenient for the following discussion if we identify a data point with its feature vector. In particular, we refer by \( x^{(i)} \) to the \( i \)-th data point. Hard clustering methods decompose (or cluster) the dataset into a given number \( k \) of different clusters \( \mathcal{C}^{(1)}, \ldots, \mathcal{C}^{(k)} \). These methods assign each data point \( x^{(i)} \) to one and only one cluster \( \mathcal{C}^{(c)} \) with the cluster index \( c \in \{1, \ldots, k\} \).

Let us define for each data point its label \( y^{(i)} \in \{1, \ldots, k\} \) as the index of the cluster to which the \( i \)-th data point actually belongs to. The \( c \)-th cluster consists of all data points with \( y^{(i)} = c \),

\[
\mathcal{C}^{(c)} := \{ i \in \{1, \ldots, m\} : y^{(i)} = c \}. \tag{8.1}
\]

We can interpret hard clustering methods as ML methods that compute predictions \( \hat{y}^{(i)} \) for the ("correct") cluster assignments \( y^{(i)} \). The predicted cluster assignments result in the predicted clusters

\[
\hat{\mathcal{C}}^{(c)} := \{ i \in \{1, \ldots, m\} : \hat{y}^{(i)} = c \}, \text{ for } c = 1, \ldots, k. \tag{8.2}
\]

We now discuss a hard clustering method which is known as \( k \)-means. This method does not require the knowledge of the label or (true) cluster assignment \( y^{(i)} \) for any data point in \( \mathcal{D} \). This method computes predicted cluster assignments \( \hat{y}^{(i)} \) based solely from the intrinsic geometry of the feature vectors \( x^{(i)} \in \mathbb{R}^n \) for all \( i = 1, \ldots, m \). Since it does not require any labeled data points, \( k \)-means is often referred to as being an unsupervised method. However, note that \( k \)-means requires the number \( k \) of clusters to be given as an input (or hyper-) parameter.

The \( k \)-means method represents the \( c \)-th cluster \( \hat{\mathcal{C}}^{(c)} \) by a representative feature vector \( \mu^{(c)} \in \mathbb{R}^n \). It seems reasonable to assign data points in \( \mathcal{D} \) to clusters \( \hat{\mathcal{C}}^{(c)} \) such that they are well concentrated around the cluster representatives \( \mu^{(c)} \). We make this informal requirement precise by defining the clustering error

\[
\hat{L}(\{\mu^{(c)}\}_{c=1}^k, \{\hat{y}^{(i)}\}_{i=1}^m \mid \mathcal{D}) = (1/m) \sum_{i=1}^m \|x^{(i)} - \mu^{(\hat{y}^{(i)})}\|^2. \tag{8.3}
\]

Note that the clustering error \( \hat{L} \) (8.3) depends on both, the cluster assignments \( \hat{y}^{(i)} \), which
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define the cluster \([8.2]\), and the cluster representatives \(\mu^{(c)}\), for \(c = 1, \ldots, k\).

Finding the optimal cluster means \(\{\mu^{(c)}\}_{c=1}^{k}\) and cluster assignments \(\{\hat{y}^{(i)}\}_{i=1}^{m}\) that minimize the clustering error \([8.3]\) is computationally challenging. The difficulty stems from the fact that the clustering error is a non-convex function of the cluster means and assignments. While jointly optimizing the cluster means and assignments is hard, separately optimizing either the cluster means for given assignments or vice-versa is easy. In what follows, we present simple closed-form solutions for these sub-problems. The \(k\)-means method simply combines these solutions in an alternating fashion.

It can be shown that for given predictions (cluster assignments) \(\hat{y}^{(i)}\), the clustering error \([8.3]\) is minimized by setting the cluster representatives equal to the cluster means \([12]\)

\[
\mu^{(c)} := \frac{1}{|\hat{C}^{(c)}|} \sum_{\hat{y}^{(i)} = c} x^{(i)}. \tag{8.4}
\]

To evaluate \((8.4)\) we need to know the predicted cluster assignments \(\hat{y}^{(i)}\). The crux is that the optimal predictions \(\hat{y}^{(i)}\), in the sense of minimizing clustering error \([8.3]\), depend themselves on the choice for the cluster representatives \(\mu^{(c)}\). In particular, for given cluster representative \(\mu^{(c)}\) with \(c = 1, \ldots, k\), the clustering error is minimized by the cluster assignments

\[
\hat{y}^{(i)} \in \arg\min_{c \in \{1, \ldots, k\}} \| x^{(i)} - \mu^{(c)} \|. \tag{8.5}
\]

Here, we denote by \(\arg\min_{c \in \{1, \ldots, k\}} \| x^{(i)} - \mu^{(c)} \|\) the set of all cluster indices \(c \in \{1, \ldots, k\}\) such that \(\| x^{(i)} - \mu^{(c)} \| = \min_{c' \in \{1, \ldots, k\}} \| x^{(i)} - \mu^{(c')} \|\).

Note that \((8.5)\) assigns the \(i\)th datapoint to those cluster \(C^{(c)}\) whose cluster mean \(\mu^{(c)}\) is nearest (in Euclidean distance) to \(x^{(i)}\). Thus, if we knew the optimal cluster representatives, we could predict the cluster assignments using \((8.5)\). However, we do not know the optimal cluster representatives unless we have found good predictions for the cluster assignments \(\hat{y}^{(i)}\) (see \((8.4)\)).

To recap: We have characterized the optimal choice \((8.4)\) for the cluster representatives for given cluster assignments and the optimal choice \((8.5)\) for the cluster assignments for given cluster representatives. It seems natural, starting from some initial guess for the cluster representatives, to alternate between the cluster assignment update \((8.5)\) and the update \((8.4)\) for the cluster means. This alternating optimization strategy is illustrated in Figure \(8.2\) and summarized in Algorithm \([12]\). Note that Algorithm \([12]\) which is maybe the most basic variant of \(k\)-means, simply alternates between the two updates \((8.4)\) and \((8.5)\).
“k-Means”

initial choice for cluster means

update cluster assignment (8.6)

update cluster means (8.7)

Figure 8.2: The workflow of $k$-means. Starting from an initial guess or estimate for the cluster means, the cluster assignments and cluster means are updated (improved) in an alternating fashion until some stopping criterion is satisfied.

Algorithm 12 requires the specification of the number $k$ of clusters and initial choices for the cluster means $\mu^{(c)}$, for $c = 1, \ldots, k$. Those quantities are hyper-parameters that must be tuned to the specific geometry of the given dataset $D$. This tuning can be based on probabilistic models for the dataset and its cluster structure (see Section 2.1.4 and [80, 149]). Alternatively, if Algorithm 12 is used as pre-processing within an overall supervised ML method (see Chapter 3), the validation error (see Section 6.3) of the overall method might guide the choice of the number $k$ of clusters.

Choosing Number of Clusters. The choice for the number $k$ of clusters typically depends on the role of the clustering method within an overall ML application. If the clustering method serves as a pre-processing for a supervised ML problem, we could try out different values of the number $k$ and determine, for each choice $k$, the corresponding validation error. We then pick the value of $k$ which results in the smallest validation error. If the clustering method is mainly used as a tool for data visualization, we might prefer a small number of clusters. The choice for the number $k$ of clusters can also be guided by the so-called “elbow-method”. Here, we run the $k$-means Algorithm 12 for several different choices of $k$. For each value of $k$, Algorithm 12 delivers a clustering with clustering error

$$E^{(k)} = \widehat{L}(\{\mu^{(c)}\}_{c=1}^k, \{\hat{g}^{(i)}\}_{i=1}^m | D).$$
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Algorithm 12 "k-means"

Input: dataset $\mathcal{D} = \{x^{(i)}\}_{i=1}^m$; number $k$ of clusters; initial cluster means $\mu^{(c)}$ for $c = 1, \ldots, k$.

1: repeat
2: for each datapoint $x^{(i)}$, $i = 1, \ldots, m$, do
   $\hat{y}^{(i)} := \arg\min_{c \in \{1, \ldots, k\}} \|x^{(i)} - \mu^{(c)}\|$ (update cluster assignments) (8.6)
3: for each cluster $c = 1, \ldots, k$ do
   $\mu^{(c)} := \frac{1}{|\{i : \hat{y}^{(i)} = c\}|} \sum_{i : \hat{y}^{(i)} = c} x^{(i)}$ (update cluster means) (8.7)
4: until stopping criterion is met
5: compute final clustering error $E^{(k)} := \frac{1}{m} \sum_{i=1}^m \|x^{(i)} - \mu^{(\hat{y}^{(i)})}\|^2$

Output: cluster means $\mu^{(c)}$, for $c = 1, \ldots, k$, cluster assignments $\hat{y}^{(i)} \in \{1, \ldots, k\}$, for $i = 1, \ldots, m$, final clustering error $E^{(k)}$

We then plot the minimum empirical error $E^{(k)}$ as a function of the number $k$ of clusters. Figure 8.3 depicts an example for such a plot which typically starts with a steep decrease for increasing $k$ and then flattening out for larger values of $k$. Note that for $k \geq m$ we can achieve zero clustering error since each datapoint $x^{(i)}$ can be assigned to a separate cluster $C^{(c)}$ whose mean coincides with that datapoint, $x^{(i)} = \mu^{(c)}$.

Cluster-Means Initialization. We briefly mention some popular strategies for choosing the initial cluster means in Algorithm 12. One option is to initialize the cluster means with realizations of iid random vectors whose probability distribution is matched to the dataset $\mathcal{D} = \{x^{(i)}\}_{i=1}^m$ (see Section 3.12). For example, we could use a multivariate normal distribution $\mathcal{N}(x; \hat{\mu}, \hat{\Sigma})$ with the sample mean $\hat{\mu} = (1/m) \sum_{i=1}^m x^{(i)}$ and the sample covariance $\hat{\Sigma} = (1/m) \sum_{i=1}^m (x^{(i)} - \hat{\mu})(x^{(i)} - \hat{\mu})^T$. Alternatively, we could choose the initial cluster means $\mu^{(c)}$ by selecting $k$ different data points $x^{(i)}$ from $\mathcal{D}$. This selection process might combine random choices with an optimization of the distances between cluster means [3]. Finally, the cluster means might also be chosen by evenly partitioning the principal component of the dataset (see Chapter 9).

Interpretation as ERM. For a practical implementation of Algorithm 12 we need to decide when to stop updating the cluster means and assignments (see (8.6) and (8.7)). To this end it is useful to interpret Algorithm 12 as a method for iteratively minimizing the
clustering error $E(k)$. As can be verified easily, the updates (8.6) and (8.7) always modify (update) the cluster means or assignments in such a way that the clustering error (8.3) is never increased. Thus, each new iteration of Algorithm 12 results in cluster means and assignments with a smaller (or the same) clustering error compared to the cluster means and assignments obtained after the previous iteration. Algorithm 12 implements a form of ERM (see Chapter 4) using the clustering error (8.3) as the empirical risk incurred by the predicted cluster assignments $\hat{y}^{(i)}$. Note that after completing a full iteration of Algorithm 12, the cluster means $\{\mu^{(c)}\}_{c=1}^{k}$ are fully determined by the cluster assignments $\{\hat{y}^{(i)}\}_{i=1}^{m}$ via (8.7). It seems natural to terminate Algorithm 12 if the decrease in the clustering error achieved by the most recent iteration is below a prescribed (small) threshold.

**Clustering and Classification.** There is a strong conceptual link between Algorithm 12 and classification methods (see e.g. Section 3.13). Both methods essentially learn a hypothesis $h(x)$ that maps the feature vector $x$ to a predicted label $\hat{y} = h(x)$ from a finite set. The practical meaning of the label values is different for Algorithm 12 and classification methods. For classification methods, the meaning of the label values is essentially defined by the training set (of labeled data points) used for ERM (4.3). On the other hand, clustering methods use the predicted label $\hat{y} = h(x)$ as a cluster index.

Another main difference between Algorithm 12 and most classification methods is the choice for the empirical risk used to evaluate the quality or usefulness of a given hypothesis $h(\cdot)$. Classification methods typically use an average loss over labeled data points in a
training set as empirical risk. In contrast, Algorithm 12 uses the clustering error (8.3) as a form of empirical risk. Consider a hypothesis that resembles the cluster assignments \( \hat{y}^{(i)} \) obtained after completing an iteration in Algorithm 12, \( \hat{y}^{(i)} = h(x^{(i)}) \). Then we can rewrite the resulting clustering error achieved after this iteration as

\[
\hat{L}(h|D) = \frac{1}{m} \sum_{i=1}^{m} \left\| x^{(i)} - \frac{\sum_{i' \in D(i)} x^{(i')}}{|D(i)|} \right\|^2.
\]  

(8.8)

Note that the \( i \)-th summand in (8.8) depends on the entire dataset \( D \) and not only on (the features of) the \( i \)-th data point \( x^{(i)} \).

**Some Practicalities.** For a practical implementation of Algorithm 12 we need to fix three issues.

- **Issue 1 (“tie-breaking”):** We need to specify what to do if several different cluster indices \( c \in \{1, \ldots, k\} \) achieve the minimum value in the cluster assignment update (8.6) during step 2.

- **Issue 2 (“empty cluster”):** The cluster assignment update (8.6) in step 3 of Algorithm 12 might result in a cluster \( c \) with no datapoints associated with it, \(|\{i : \hat{y}^{(i)} = c\}| = 0\). For such a cluster \( c \), the update (8.7) is not well-defined.

- **Issue 3 (“stopping criterion”):** We need to specify a criterion used in step 4 of Algorithm 12 to decide when to stop iterating.

Algorithm 13 is obtained from Algorithm 12 by fixing those three issues. Step 3 of Algorithm 13 solves the first issue mentioned above (“tie breaking”), arising when there are several cluster clusters whose means have minimum distance to a data point \( x^{(i)} \), by assigning \( x^{(i)} \) to the cluster with smallest cluster index (see (8.9)). Step 4 of Algorithm 13 resolves the “empty cluster” issue by computing the variables \( b^{(c)} \in \{0, 1\} \) for \( c = 1, \ldots, k \). The variable \( b^{(c)} \) indicates if the cluster with index \( c \) is active \((b^{(c)} = 1)\) or the cluster \( c \) is inactive \((b^{(c)} = 0)\). The cluster \( c \) is defined to be inactive if there are no data points assigned to it during the preceding cluster assignment step (8.9). The cluster activity indicators \( b^{(c)} \) allows to restrict the cluster mean updates (8.10) only to the clusters \( c \) with at least one data point \( x^{(i)} \). To obtain a stopping criterion, step 7 of Algorithm 13 monitors the clustering error \( E_r \) incurred by the cluster means and assignments obtained after \( r \) iterations. Algorithm 13 continues updating cluster assignments (8.9) and cluster means (8.10) as long as the decrease is above a given threshold \( \varepsilon \geq 0 \).
Algorithm 13 “$k$-Means II” (slight variation of “Fixed Point Algorithm” in [51])

**Input:** dataset $D = \{x^{(i)} \}_{i=1}^m$; number $k$ of clusters; tolerance $\varepsilon \geq 0$; initial cluster means $\{\mu^{(c)} \}_{c=1}^k$

1: **Initialize.** set iteration counter $r := 0$; $E_0 := 0$
2: **repeat**
3: for all datapoints $i = 1, \ldots, m$,
   \[
   \hat{y}^{(i)} := \min \{ \arg \min_{c' \in \{1, \ldots, k\}} \|x^{(i)} - \mu^{(c')}\| \} \quad \text{(update cluster assignments)} \quad (8.9)
   \]
4: for all clusters $c = 1, \ldots, k$, update the activity indicator
   \[
   b^{(c)} := \begin{cases} 
   1 & \text{if } |\{i : \hat{y}^{(i)} = c\}| > 0 \\
   0 & \text{else.}
   \end{cases}
   \]
5: for all $c = 1, \ldots, k$ with $b^{(c)} = 1$,
   \[
   \mu^{(c)} := \frac{1}{|\{i : \hat{y}^{(i)} = c\}|} \sum_{\{i : \hat{y}^{(i)} = c\}} x^{(i)} \quad \text{(update cluster means)} \quad (8.10)
   \]
6: $r := r + 1$ (increment iteration counter)
7: $E_r := \hat{L}(\{\mu^{(c)} \}_{c=1}^k, \{\hat{y}^{(i)} \}_{i=1}^m | D)$ (evaluate clustering error (8.3))
8: **until** $r > 1$ and $E_{r-1} - E_r \leq \varepsilon$ (check for sufficient decrease in clustering error)
9: $E^{(k)} := (1/m) \sum_{i=1}^m \|x^{(i)} - \mu^{(\hat{y}^{(i)})}\|^2$ (compute final clustering error)

**Output:** cluster assignments $\hat{y}^{(i)} \in \{1, \ldots, k\}$, cluster means $\mu^{(c)}$, clustering error $E^{(k)}$. 
For Algorithm 13 to be useful we must ensure that the stopping criterion is met within a finite number of iterations. In other words, we must ensure that the clustering error decrease can be made arbitrarily small within a sufficiently large (but finite) number of iterations. To this end, it is useful to represent Algorithm 13 as a fixed-point iteration

\[
\{\hat{y}^{(i)}\}_{i=1}^m \mapsto P\{\hat{y}^{(i)}\}_{m=1}^m.
\]  

(8.11)

The operator \(P\), which depends on the dataset \(D\), reads in a list of cluster assignments and delivers an improved list of cluster assignments aiming at reducing the associated clustering error (8.3). Each iteration of Algorithm 13 updates the cluster assignments \(\hat{y}^{(i)}\) by applying the operator \(P\). Representing Algorithm 13 as a fixed-point iteration (8.11) allows for an elegant proof of the convergence of Algorithm 13 within a finite number of iterations (even for \(\varepsilon = 0\)) [51, Thm. 2].

Figure 8.4 depicts the evolution of the cluster assignments and cluster means during the iterations Algorithm 13. Each subplot corresponds to one iteration of Algorithm 13 and depicts the cluster means before that iteration and the clustering assignments (via the marker symbols) after the corresponding iteration. In particular, the upper left subplot depicts the cluster means before the first iteration (which are the initial cluster means) and the cluster assignments obtained after the first iteration of Algorithm 13.

Figure 8.4: The evolution of cluster means (8.7) and cluster assignments (8.6) (depicted as large dot and large cross) during the first four iterations of \(k\)-means Algorithm 13.

Consider running Algorithm 13 with tolerance \(\varepsilon = 0\) (see step 8) such that the iterations are continued until there is no decrease in the clustering error \(E^{(r)}\) (see step 7 of Algorithm 210).
As discussed above, Algorithm 13 will terminate after a finite number of iterations. Moreover, for $\varepsilon = 0$, the delivered cluster assignments $\{\hat{y}^{(i)}\}_{i=1}^m$ are fully determined by the delivered clustered means $\{\mu^{(c)}\}_{c=1}^k$:

$$\hat{y}^{(i)} = \min\{\arg\min_{c' \in \{1, \ldots, k\}} \|x^{(i)} - \mu^{(c')}\|\}. \quad (8.12)$$

Indeed, if (8.12) does not hold one can show the final iteration $r$ would still decrease the clustering error and the stopping criterion in step 8 would not be met.

If cluster assignments and cluster means satisfy the condition (8.12), we can rewrite the clustering error (8.3) as a function of the cluster means solely,

$$\hat{L}(\{\mu^{(c)}\}_{c=1}^k \mid D) := (1/m) \sum_{i=1}^m \min_{c' \in \{1, \ldots, k\}} \|x^{(i)} - \mu^{(c')}\|^2. \quad (8.13)$$

Even for cluster assignments and cluster means that do not satisfy (8.12), we can still use (8.13) to lower bound the clustering error (8.3):

$$\hat{L}(\{\mu^{(c)}\}_{c=1}^k \mid D) \leq \hat{L}(\{\mu^{(c)}\}_{c=1}^k, \{\hat{y}^{(i)}\}_{i=1}^m \mid D).$$

Algorithm 13 iteratively improves the cluster means in order to minimize (8.13). Ideally, we would like Algorithm 13 to deliver cluster means that achieve the global minimum of (8.13) (see Figure 8.5). However, for some combination of dataset $D$ and initial cluster means, Algorithm 13 delivers cluster means that form only a local optimum of $\hat{L}(\{\mu^{(c)}\}_{c=1}^k \mid D)$ which is strictly worse (larger) than its global optimum (see Figure 8.5).

The tendency of Algorithm 13 to get trapped around a local minimum of (8.13) depends on the initial choice for cluster means. It is therefore useful to repeat Algorithm 13 several times, with each repetition using a different initial choice for the cluster means. We then pick the cluster assignments $\{\hat{y}^{(i)}\}_{i=1}^m$ obtained for the repetition that resulted in the smallest clustering error $E^{(k)}$ (see step 9).
8.2 Soft Clustering with Gaussian Mixture Models

Consider a dataset $\mathcal{D} = \{x^{(1)}, \ldots, x^{(m)}\}$ that we wish to group into a given number of $k$ different clusters. The hard clustering methods discussed in Section 8.1 deliver cluster assignments $\hat{y}^{(i)}$, for $i = 1, \ldots, m$. The cluster assignment $\hat{y}^{(i)}$ is the index of the cluster to which the $i$th data point $x^{(i)}$ is assigned to. These cluster assignments provide rather coarse-grained information. Two data points $x^{(i)}$, $x^{(i')}$ might be assigned to the same cluster $C^{(c)}$ although their distances to the cluster mean $\mu^{(c)}$ might differ significantly. Intuitively, these two data points have a different degree of belonging to the cluster $C^{(c)}$.

For some clustering applications it is desirable to quantify the degree by which a data point belongs to a cluster. Soft clustering methods use a continues range, such as the closed interval $[0, 1]$, of possible values for the degree of belonging. In contrast, hard clustering methods use only two possible values for the degree of belonging to a specific cluster, either “full belonging” or no “belonging at all”. While hard clustering methods assign a given data point to precisely one cluster, soft clustering methods typically assign a data point to several different clusters with non-zero degree of belonging.

This chapter discusses soft clustering methods that compute, for each data point $x^{(i)}$ in the dataset $\mathcal{D}$, a vector $\hat{\mathbf{y}}^{(i)} = (\hat{y}_1^{(i)}, \ldots, \hat{y}_k^{(i)})^T$. We can interpret the entry $\hat{y}_c^{(i)} \in [0, 1]$ as the degree by which the data point $x^{(i)}$ belongs to the cluster $C^{(c)}$. For $\hat{y}_c^{(i)} \approx 1$, we are quite confident in the data point $x^{(i)}$ belonging to cluster $C^{(c)}$. In contrast, for $\hat{y}_c^{(i)} \approx 0$, we are quite confident that the data point $x^{(i)}$ is outside the cluster $C^{(c)}$.

A widely used soft clustering method uses a probabilistic model for the data points $\mathcal{D} = \{x^{(i)}\}_{i=1}^m$. Within this model, each cluster $C^{(c)}$, for $c = 1, \ldots, k$, is represented by a
multivariate normal distribution [9]

\[ \mathcal{N}(\mathbf{x}; \mu^{(c)}, \Sigma^{(c)}) = \frac{1}{\sqrt{\det\{2\pi \Sigma\}}} \exp \left( -\frac{1}{2} (\mathbf{x} - \mu^{(c)})^T (\Sigma^{(c)})^{-1} (\mathbf{x} - \mu^{(c)}) \right). \] (8.14)

The probability distribution (8.14) is parametrized by a cluster-specific mean vector \( \mathbf{\mu}^{(c)} \) and an (invertible) cluster-specific covariance matrix \( \Sigma^{(c)} \). Let us interpret a specific data point \( \mathbf{x}^{(i)} \) as a realization drawn from the probability distribution (8.14) of a specific cluster \( c^{(i)} \),

\[ \mathbf{x}^{(i)} \sim \mathcal{N}(\mathbf{x}; \mu^{(c)}, \Sigma^{(c)}) \] with cluster index \( c = c^{(i)} \). (8.15)

We can think of \( c^{(i)} \) as the true index of the cluster to which the data point \( \mathbf{x}^{(i)} \) belongs to. The variable \( c^{(i)} \) selects the cluster distributions (8.14) from which the feature vector \( \mathbf{x}^{(i)} \) has been generated (drawn). We will therefore refer to the variable \( c^{(i)} \) as the (true) cluster assignment for the \( i \)th data point. Similar to the feature vectors \( \mathbf{x}^{(i)} \) we also interpret the cluster assignments \( c^{(i)} \), for \( i = 1, \ldots, m \) as realizations of iid RVs.

In contrast to the feature vectors \( \mathbf{x}^{(i)} \), we do not observe (know) the true cluster indices \( c^{(i)} \). After all, the goal of soft clustering is to estimate the cluster indices \( c^{(i)} \). We obtain a soft clustering method by estimating the cluster indices \( c^{(i)} \) based solely on the data points in \( D \). To compute these estimates we assume that the (true) cluster indices \( c^{(i)} \) are realizations of iid RVs with the common probability distribution (or probability mass function)

\[ p_c := p(c^{(i)} = c) \text{ for } c = 1, \ldots, k. \] (8.16)

The (prior) probabilities \( p_c \), for \( c = 1, \ldots, k \), are either assumed known or estimated from data [84, 9]. The choice for the probabilities \( p_c \) could reflect some prior knowledge about different sizes of the clusters. For example, if cluster \( C^{(1)} \) is known to be larger than cluster \( C^{(2)} \), we might choose the prior probabilities such that \( p_1 > p_2 \).

The probabilistic model given by (8.15), (8.16) is referred to as a a GMM. As its name suggests, within a GMM the common marginal distribution for the feature vectors \( \mathbf{x}^{(i)} \), for \( i = 1, \ldots, m \), is a (additive) mixture of multivariate normal (Gaussian) distributions,

\[ p(\mathbf{x}^{(i)}) = \sum_{c=1}^{k} p(c^{(i)} = c) \cdot p(\mathbf{x}^{(i)}|c^{(i)} = c) = \sum_{c=1}^{k} p_c \cdot \mathcal{N}(\mathbf{x}^{(i)}; \mu^{(c)}, \Sigma^{(c)}). \] (8.17)

\[ ^1 \text{Note that the expression (8.14) is only valid for an invertible (non-singular) covariance matrix } \Sigma. \]
As already mentioned, the cluster assignments $c^{(i)}$ are hidden (unobserved) RVs. We thus have to infer or estimate these variables from the observed data points $x^{(i)}$ which realizations or iid RVs with the common distribution (8.17).

The GMM (see (8.15) and (8.16)) lends naturally to a rigorous definition for the degree $y_c^{(i)}$ by which data point $x^{(i)}$ belongs to cluster $c$. Let us define the label value $y_c^{(i)}$ as the “a-posteriori” probability of the cluster assignment $c^{(i)}$ being equal to $c \in \{1, \ldots, k\}$:

$$y_c^{(i)} := p(c^{(i)} = c | D).$$

(8.18)

By their very definition (8.18), the degrees of belonging $y_c^{(i)}$ always sum to one,

$$\sum_{c=1}^{k} y_c^{(i)} = 1 \text{ for each } i = 1, \ldots, m.$$  

(8.19)

We emphasize that we use the conditional cluster probability (8.18), conditioned on the dataset $D$, for defining the degree of belonging $y_c^{(i)}$. This is reasonable since the degree of belonging $y_c^{(i)}$ depends on the overall (cluster) geometry of the dataset $D$.

The definition (8.18) for the label values (degree of belongings) $y_c^{(i)}$ involves the GMM parameters $\{\mu^{(c)}, \Sigma^{(c)}, p_c\}_{c=1}^{k}$ (see (8.17)). Since we do not know these parameters beforehand we cannot evaluate the conditional probability in (8.18). A principled approach to solve this problem is to evaluate (8.18) with the true GMM parameters replaced by some estimates $\{\hat{\mu}^{(c)}, \hat{\Sigma}^{(c)}, \hat{p}_c\}_{c=1}^{k}$. Plugging in the GMM parameter estimates into (8.18) provides us with predictions $\hat{y}_c^{(i)}$ for the degrees of belonging. However, to compute the GMM parameter estimates we would have already needed the degrees of belonging $y_c^{(i)}$. This situation is similar to hard clustering where ultimate goals is to jointly optimize cluster means and assignments (see Section 8.1).

Similar to the spirit of Algorithm 12 for hard clustering, we solve the above dilemma of soft clustering by an alternating optimization scheme. This scheme, which is illustrated in Figure 8.6, alternates between updating (optimizing) the predicted degrees of belonging (or soft cluster assignments) $\hat{y}_c^{(i)}$, for $i = 1, \ldots, m$ and $c = 1, \ldots, k$, given the current GMM parameter estimates $\{\hat{\mu}^{(c)}, \hat{\Sigma}^{(c)}, \hat{p}_c\}_{c=1}^{k}$ and then updating (optimizing) these GMM parameter estimates based on the updated predictions $\hat{y}_c^{(i)}$. We summarize the resulting soft clustering method in Algorithm 14. Each iteration of Algorithm 14 consists of an update

2Remember that the degree of belonging $y_c^{(i)}$ is considered as the (unknown) label value of a data point. The choice or definition for the labels of data points is a design choice. In particular, we can define the labels of data points using a hypothetical probabilistic model such as the GMM.
Figure 8.6: The workflow of the soft clustering Algorithm 14. Starting from an initial guess or estimate for the cluster parameters, the soft cluster assignments and cluster parameters are updated (improved) in an alternating fashion.

For the degrees of belonging followed by an update (step 3) for the GMM parameters.

To analyze Algorithm 14, it is helpful to interpret (the features of) data points $x^{(i)}$ as realizations of iid RVs distributed according to a GMM (8.15)-(8.16). We can then understand Algorithm 14 as a method for estimating the GMM parameters based on observing realizations drawn from the GMM (8.15)-(8.16). We can estimate the parameters of a probability distribution using the maximum likelihood method (see Section 3.12 and [75, 84]). As its name suggests, maximum likelihood methods estimate the GMM parameters by maximizing the probability (density)

$$p(D; \{\mu^{(c)}, \Sigma^{(c)}, p_c\}_{c=1}^k)$$

(8.20)

of actually observing the data points in the dataset $D$.

It can be shown that Algorithm 14 is an instance of a generic approximate maximum likelihood technique referred to as expectation maximization (EM) (see [57, Chap. 8.5] for more details). In particular, each iteration of Algorithm 14 updates the GMM parameter estimates such that the corresponding probability density (8.20) does not decrease [156]. If we denote the GMM parameter estimate obtained after $r$ iterations of Algorithm 14 by $\theta^{(r)}$ [57, Sec. 8.5.2],

$$p(D; \theta^{(r+1)}) \geq p(D; \theta^{(r)})$$

(8.21)

As for Algorithm 12, we can also interpret Algorithm 14 as an instance of the ERM principle discussed in Chapter 4. Indeed, maximizing the probability density (8.20) is equivalent...
Figure 8.7: The GMM (8.15), (8.16) results in a probability distribution (8.17) for (feature vectors of) data points which is a weighted sum of multivariate normal distributions \( \mathcal{N}(\mu^{(c)}, \Sigma^{(c)}) \). The weight of the \( c \)-th component is the cluster probability \( p(c(i) = c) \).

Algorithm 14 “A Soft-Clustering Algorithm” [12]

**Input:** dataset \( D = \{ x^{(i)} \}_{i=1}^m \); number \( k \) of clusters, initial GMM parameter estimates \( \{ \hat{\mu}^{(c)}, \hat{\Sigma}^{(c)}, \hat{p}_c \}_{c=1}^k \)

1: repeat
2: for each \( i = 1, \ldots, m \) and \( c = 1, \ldots, k \), update degrees of belonging

\[
\hat{y}^{(i)}_c := \frac{\hat{p} \cdot \mathcal{N}(x^{(i)}; \hat{\mu}^{(c)}, \hat{\Sigma}^{(c)})}{\sum_{c'=1}^k \hat{p} \cdot \mathcal{N}(x^{(i)}; \hat{\mu}^{(c')}, \hat{\Sigma}^{(c')}))} \quad (8.22)
\]

3: for each \( c \in \{1, \ldots, k\} \), update GMM parameter estimates:
   - \( \hat{p}_c := m_c / m \) with effective cluster size \( m_c := \sum_{i=1}^m \hat{y}^{(i)}_c \) (cluster probability)
   - \( \hat{\mu}^{(c)} := (1/m_c) \sum_{i=1}^m \hat{y}^{(i)}_c x^{(i)} \) (cluster mean)
   - \( \hat{\Sigma}^{(c)} := (1/m_c) \sum_{i=1}^m \hat{y}^{(i)}_c (x^{(i)} - \hat{\mu}^{(c)}) (x^{(i)} - \hat{\mu}^{(c)})^T \) (cluster covariance matrix)

4: until stopping criterion met

**Output:** predicted degrees of belonging \( \hat{y}^{(i)} = (\hat{y}^{(i)}_1, \ldots, \hat{y}^{(i)}_k)^T \) for \( i = 1, \ldots, m \).
to minimizing the empirical risk

$$\hat{L}(\theta | \mathcal{D}) := -\log p(\mathcal{D}; \theta)$$

with GMM parameters $\theta := \{\mu^{(c)}, \Sigma^{(c)}, p_c\}_{c=1}^k$ (8.23)

The empirical risk (8.23) is the negative logarithm of the probability (density) (8.20) of observing the dataset $\mathcal{D}$ as iid realizations of the GMM (8.17). The monotone increase in the probability density (8.21) achieved by the iterations of Algorithm 14 translate into a monotone decrease of the empirical risk,

$$\hat{L}(\theta^{(r)} | \mathcal{D}) \leq \hat{L}(\theta^{(r-1)} | \mathcal{D})$$

with iteration counter $r$. (8.24)

The monotone decrease (8.24) in the empirical risk (8.23) achieved by the iterations of Algorithm 14 naturally lends to a stopping criterion. Let $E_r$ denote the empirical risk (8.23) achieved by the GMM parameter estimates $\theta^{(r)}$ obtained after $r$ iterations in Algorithm 14. Algorithm 14 stops iterating as soon as the decrease $E_{r-1} - E_r$ achieved by the $r$-th iteration of Algorithm 14 falls below a given (positive) threshold $\varepsilon > 0$.

Similar to Algorithm 12, also Algorithm 14 might get trapped in local minima of the underlying empirical risk. The GMM parameters delivered by Algorithm 14 might only be a local minimum of (8.23) but not the global minimum (see Figure 8.5 for the analogous situation in hard clustering). As for hard clustering Algorithm 12, we typically repeat Algorithm 14 several times. During each repetition of Algorithm 14, we use a different (randomly chosen) initialization for the GMM parameter estimates $\theta = \{\hat{\mu}^{(c)}, \hat{\Sigma}^{(c)}, \hat{p}_c\}_{c=1}^k$. Each repetition of Algorithm 14 results in a potentially different set of GMM parameter estimates and degrees of belongings $\hat{y}_{c}^{(i)}$. We then use the results for that repetition that achieves the smallest empirical risk (8.23).

Let us point out an interesting link between soft clustering methods based on GMM (see Algorithm 14) and hard clustering with $k$-means (see Algorithm 12). Consider the GMM (8.15) with prescribed cluster covariance matrices

$$\Sigma^{(c)} = \sigma^2 I$$

for all $c \in \{1, \ldots, k\}$, (8.25)

with some given variance $\sigma^2 > 0$. We assume the cluster covariance matrices in the GMM to be given by (8.25) and therefore can replace the covariance matrix updates in Algorithm 14 with the assignment $\hat{\Sigma}^{(c)} := \sigma^2 I$. It can be verified easily that for sufficiently small variance $\sigma^2$ in (8.25), the update (8.22) tends to enforce $\hat{y}_c^{(i)} \in \{0, 1\}$. In other words, each data point
\( \mathbf{x}^{(i)} \) becomes then effectively associated with exactly one single cluster \( c \) whose cluster mean \( \hat{\mu}^{(c)} \) is nearest to \( \mathbf{x}^{(i)} \). For \( \sigma^2 \to 0 \), the soft clustering update (8.22) in Algorithm 14 reduces to the (hard) cluster assignment update (8.6) in \( k \)-means Algorithm 12. We can interpret Algorithm 12 as an extreme case of Algorithm 14 that is obtained by fixing the covariance matrices in the GMM to \( \sigma^2 \mathbf{I} \) with a sufficiently small \( \sigma^2 \).

**Combining GMM with linear regression.** Let us sketch how Algorithm 14 could be combined with linear regression methods (see Section 3.1). The idea is to first compute the degree of belongings to the clusters for each data point. We then learn separate linear predictors for each cluster using the degree of belongings as weights for the individual loss terms in the training error. To predict the label of a new data point, we first compute the predictions obtained for each cluster-specific linear hypothesis. These cluster-specific predictions are then averaged using the degree of belongings for the new data point as weights.

### 8.3 Connectivity-based Clustering

The clustering methods discussed in Sections 8.1 and 8.2 can only be applied to data points which are characterized by numeric feature vectors. These methods define the similarity between data points using the Euclidean distance between the feature vectors of these data points. As illustrated in Figure 8.8 these methods can only produce “Euclidean shaped” clusters that are contained either within hyper-spheres (Algorithm 12) or hyper-ellipsoids (Algorithm 14).

![Figure 8.8](image)

**Figure 8.8:** (a): Cartoon of typical cluster shapes delivered by \( k \)-means Algorithm 13 (b): Cartoon of typical cluster shapes delivered by soft clustering Algorithm 14.

Some applications generate data points for which the construction of useful numeric features is difficult. Even if we can easily obtain numeric features for data points, the
Euclidean distances between them might not reflect the actual similarities between data points. As a case in point, consider data points representing text documents. We could use the histogram of a pre-specified list (dictionary) of words as numeric features for a text document.

In general, a small Euclidean distance between histograms of text documents does not imply that the text documents have similar meanings. Moreover, clusters of similar text documents might have highly complicated shapes in the space of feature vectors that cannot be grouped within hyper-ellipsoids. For datasets with such “non-Euclidean” cluster shapes, k-means or GMM are not suitable as clustering methods. We should then replace the Euclidean distance between feature vectors with another concept to determine or measure the similarity between data points.

Connectivity-based clustering methods do not require any numeric features of data points. These methods cluster data points based on explicitly specifying for any two different data points if they are similar and to what extent. A convenient mathematical tool to represent similarities between the data points of a dataset \( D \) is a weighted undirected graph \( G = (V, E) \). We refer to this graph as the similarity graph of the dataset \( D \) (see Figure 8.9). The nodes \( V \) in this similarity graph \( G \) represent data points in \( D \) and the undirected edges connect nodes that represent similar data points. The extent of similarity is represented by the weights \( W_{i,i'} \) for each edge \( \{i, i'\} \in E \).

Given a similarity graph \( G \) of a dataset, connectivity-based clustering methods determine clusters as subsets of nodes that are well connected within the cluster but weakly connected between different clusters. Different concepts for quantifying the connectivity between nodes in a graph yield different clustering methods:

- Spectral clustering methods use eigenvectors of a graph Laplacian matrix to measure the connectivity between nodes [147, 105].
- Flow-based clustering methods measure the connectivity between two nodes via the amount of flow that can be routed between them [72].

We can use connectivity measures between nodes of an empirical graph to construct meaningful numerical feature vectors (“embeddings”) for these nodes. These feature vectors can then be fed into the hard-clustering Algorithm 13 or the soft clustering Algorithm 14 (see Figure 8.9).

The algorithm density-based spatial clustering of applications with noise (DBSCAN) considers two data points \( i, i' \) as connected if one of them (say \( i \)) is a core node and the other
node \((i')\) can be reached via a sequence (path) of connected core nodes

\[ i^{(1)}, \ldots, i^{(r)}, \text{ with } \{i, i^{(1)}\}, \{i^{(1)}, i^{(2)}\}, \ldots, \{i^{(r)}, i'\} \in \mathcal{E}. \]

DBSCAN considers a node to be a core node if it has a sufficiently large number of neighbours \[^{[35]}\]. The minimum number of neighbours required for a node to be considered a core node is a hyper-parameter of DBSCAN. When DBSCAN is applied to data points with numeric feature vectors, it defines two data points as connected if the Euclidean distance between their feature vectors does not exceed a given threshold \(\varepsilon\) (see Figure \[8.10\]).

In contrast to \(k\)-means and GMM, DBSCAN does not require the number of clusters to be specified. The number of clusters is determined automatically by DBSCAN and depends on its hyper-parameters. DBSCAN also performs an implicit outlier detection. The outliers delivered by DBSCAN are those data points which do not belong to the same cluster as any other data point.

Figure 8.9: Connectivity-based clustering can be obtained by constructing features \(x^{(i)}\) that are (approximately) identical for well-connected data points. (a) A similarity graph for a dataset \(\mathcal{D}\) consists of nodes representing individual data points and edges that connect similar data points. (b) Feature vectors of well-connected data points have small Euclidean distance.
Figure 8.10: DBSCAN assigns two data points to the same cluster if they are reachable. Two data points \( x^{(i)}, x^{(i')} \) are reachable if there is a path of data points from \( x^{(i')} \) to \( x^{(i)} \). This path consists of a sequence of data points that are within a distance of \( \varepsilon \). Moreover, each data point on this path must be a core point which has at least a given number of neighbouring data points within the distance \( \varepsilon \).

8.4 Clustering as Preprocessing

In applications it might be beneficial to combine clustering methods with supervised methods such as linear regression. As a point in case, consider a dataset that consists of data points obtained from two different data generation processes (such as two weather observation stations, one located in Helsinki and the other one in Lapland). Let us denote the data points generated by one process by \( D^{(1)} \) and the other one by \( D^{(2)} \). Each data point is characterized by several numeric features and a numeric label. While there would be an accurate linear hypothesis for predicting the label of data points in \( D^{(1)} \) and another linear hypothesis for \( D^{(2)} \) these two are very different. Formally, this approach amounts to using the cluster assignment of a data points as an additional feature. We could also use the degree of belonging delivered by soft clustering methods as additional features.

We could try to use clustering methods to assign any given data point to the corresponding data generation process. If we are lucky, the resulting clusters resemble (approximately) the two data generation processes \( D^{(1)} \) and \( D^{(2)} \). Once we have successfully clustered the data points, we can learn a separate (tailored) hypothesis for each cluster. More generally, we can use the predicted cluster assignments obtained from the methods of Section 8.1 - 8.3 as additional features for each data point.

Let us illustrate the above ideas by combining Algorithm 12 with linear regression. We first group data points into a given number \( k \) of clusters and then learn separate linear predictors \( h^{(c)}(x) = (w^{(c)})^T x \) for each cluster \( c = 1, \ldots, k \). To predict the label of a new data point with features \( x \), we first assign to the cluster \( c' \) with the nearest cluster mean.
We then use the linear predictor $h^{(c')}$ assigned to cluster $c'$ to compute the predicted label 
$\hat{y} = h^{(c')}(x)$.

### 8.5 Exercises

**Exercise 8.1. Monotonicity of $k$-means Updates.** Show that the updates (8.7) and (8.6) for cluster means and cluster assignments, respectively, never result in an increase of the clustering error (8.3).

**Exercise 8.2. How to choose $k$ in $k$-means?** Discuss and experiment with different strategies for choosing the number $k$ of clusters in $k$-means Algorithm 13.

**Exercise 8.3. Local Minima.** Apply the hard clustering Algorithm 13 to the dataset $(-10, 1), (10, 1), (-10, -1), (10, -1)$ with initial cluster means $(0, 1), (0, -1)$ and tolerance $\varepsilon = 0$. For this initialization, will Algorithm 13 get trapped in a local minimum of the clustering error (8.13)?

**Exercise 8.4. Image Compression with $k$-means.** Apply $k$-means to image compression. Consider image pixels as data points whose features are RGB intensities. We obtain a simple image compression format by, instead of storing RGB pixel values, storing the cluster means (which are RGB triplets) and the cluster index for each pixel. Try out different values for the number $k$ of clusters and discuss the resulting trade off between achievable reconstruction quality and storage size.

**Exercise 8.5. Compression with $k$-means.** Consider $m = 10000$ data points $x^{(1)}, \ldots, x^{(m)}$ which are represented by two numeric features. We apply $k$-means to cluster the data set into $k = 5$ clusters. How many bits do we need to store the resulting cluster assignments?
Chapter 9

Feature Learning

“Solving Problems By Changing the Viewpoint.”

Figure 9.1: Dimensionality reduction methods aim at finding a map \( h \) which maximally compresses the raw data while still allowing to accurately reconstruct the original datapoint from a small number of features \( x_1, \ldots, x_n \).

Chapter 2 defined features as those properties of a data point that can be measured or computed easily. Sometimes the choice of features follows naturally from the available hard- and software. For example, we might use the numeric measurement \( z \in \mathbb{R} \) delivered by a sensing device as a feature. However, we could augment this single feature with new features such as the powers \( z^2 \) and \( z^3 \) or adding a constant \( z + 5 \). Each of these computations produces a new feature. Which of these additional features are most useful?

Feature learning methods automate the choice of finding good features. These methods learn a hypothesis map that reads in some representation of a data point and transforms it to a set of features. Feature learning methods differ in the precise format of the original
data representation as well as the format of the delivered features. This chapter mainly
discusses feature learning methods that require data points being represented by \( n' \) numeric raw features and deliver a set of \( n \) new numeric features. We will denote the raw features and the learnt new features by \( \mathbf{z} = (z_1, \ldots, z_{n'}) \) \( \in \mathbb{R}^{n'} \) and \( \mathbf{x} = (x_1, \ldots, x_n) \) \( \in \mathbb{R}^n \), respectively.

Many ML application domains generate data points for which can access a huge number of raw features. Consider data points being snapshots generated by a smartphone. It seems natural to use the pixel colour intensities as the raw features of the snapshot. Since modern smartphone have “Megapixel cameras”, the pixel intensities would provide us with millions of raw features. It might seem a good idea to use as many raw features of a data point as possible since more features should offer more information about a data point and its label \( y \). There are, however, two pitfalls in using an unnecessarily large number of features. The first one is a computational pitfall and the second one is a statistical pitfall.

Computationally, using very long feature vectors \( \mathbf{x} \in \mathbb{R}^n \) (with \( n \) being billions), might result in prohibitive computational resource requirements (bandwidth, storage, time) of the resulting ML method. Statistically, using a large number of features makes the resulting ML methods more prone to overfitting. For example, linear regression will typically overfit when using feature vectors \( \mathbf{x} \in \mathbb{R}^n \) whose length \( n \) exceeds the number \( m \) of labeled data points used for training (see Chapter 7).

Both from a computational and a statistical perspective, it is beneficial to use only the maximum necessary amount of features. The challenge is to select those features which carry most of the relevant information required for the prediction of the label \( y \). Finding the most relevant features out of a huge number of raw features is the goal of dimensionality reduction methods. Dimensionality reduction methods form an important sub-class of feature learning methods. These methods learn a hypothesis \( h(\mathbf{z}) \) that maps a long raw feature vector \( \mathbf{z} \in \mathbb{R}^{n'} \) to a new (short) feature vector \( \mathbf{x} \in \mathbb{R}^n \) with \( n \ll n' \).

Beside avoiding overfitting and coping with limited computational resources, dimensionality reduction can also be useful for data visualization. Indeed, if the resulting feature vector has length \( n = 2 \), we depict data points in the two-dimensional plane in form of a scatterplot.

We will discuss the basic idea underlying dimensionality reduction methods in Section 9.1. Section 9.2 presents one particular example of a dimensionality reduction method that computes relevant features by a linear transformation of the raw feature vector. Section 9.4 discusses a method for dimensionality reduction that exploits the availability of labelled data points. Section 9.6 shows how randomness can be used to obtain computationally cheap
Most of this chapter discusses dimensionality reduction methods that determine a small number of relevant features from a large set of raw features. However, sometimes it might be useful to go the opposite direction. There are applications where it might be beneficial to construct a large (even infinite) number of new features from a small set of raw features. Section 9.7 will showcase how computing additional features can help to improve the prediction accuracy of ML methods.

9.1 Basic Principle of Dimensionality Reduction

The efficiency of ML methods depends crucially on the choice of features that are used to characterize data points. Ideally we would like to have a small number of highly relevant features to characterize data points. If we use too many features we risk to waste computations on exploring irrelevant features. If we use too few features we might not have enough information to predict the label of a data point. For a given number \( n \) of features, dimensionality reduction methods aim at learning an (in a certain sense) optimal map from the data point to a feature vector of length \( n \).

Figure 9.1 illustrates the basic idea of dimensionality reduction methods. Their goal is to learn (or find) a “compression” map \( h(\cdot) : \mathbb{R}^{n'} \rightarrow \mathbb{R}^n \) that transforms a (long) raw feature vector \( z \in \mathbb{R}^{n'} \) to a (short) feature vector \( x = (x_1, \ldots, x_n)^T := h(z) \) (typically \( n \ll n' \)).

The new feature vector \( x = h(z) \) serves as a compressed representation (or code) for the original feature vector \( z \). We can reconstruct the raw feature vector using a reconstruction map \( r(\cdot) : \mathbb{R}^n \rightarrow \mathbb{R}^{n'} \). The reconstructed raw features \( \hat{z} := r(x) = r(h(z)) \) will typically differ from the original raw feature vector \( z \). In general, we obtain a non-zero reconstruction error

\[
\hat{z} = r(h(z)) - z. \tag{9.1}
\]

Dimensionality reduction methods learn a compression map \( h(\cdot) \) such that the reconstruction error (9.1) is minimized. In particular, for a dataset \( \mathcal{D} = \{z^{(1)}, \ldots, z^{(m)}\} \), we measure the quality of a pair of compression map \( h \) and reconstruction map \( r \) by the average reconstruction error

\[
\hat{L}(h, r|\mathcal{D}) := (1/m) \sum_{i=1}^{m} L(z^{(i)}, r(h(z^{(i)}))). \tag{9.2}
\]

Here, \( L(z, r(h(z^{(i)}))) \) denotes a loss function that is used to measure the reconstruction error.
Different choices for the loss function in (9.2) result in different dimensionality reduction methods. One widely-used choice for the loss is the squared Euclidean norm

$$L(z, g(h(z))) := \|z - g(h(z))\|_2^2.$$  \hspace{1cm} (9.3)

Practical dimensionality reduction methods have only finite computational resources. Any practical method must therefore restrict the set of possible compression and reconstruction maps to small subsets $\mathcal{H}$ and $\mathcal{H}^*$, respectively. These subsets are the hypothesis spaces for the compression map $h \in \mathcal{H}$ and the reconstruction map $r \in \mathcal{H}^*$. Feature learning methods differ in their choice for these hypothesis spaces.

Dimensionality reduction methods learn a compression map by solving

$$\hat{h} = \arg\min_{h \in \mathcal{H}} \min_{r \in \mathcal{H}^*} \hat{L}(h, r|\mathcal{D}) \hspace{1cm} (9.2)$$

$$= \arg\min_{h \in \mathcal{H}} \min_{r \in \mathcal{H}^*} (1/m) \sum_{i=1}^{m} L(z^{(i)}, r(h(z^{(i)}))).$$ \hspace{1cm} (9.4)

We can interpret (9.4) as a (typically non-linear) approximation problem. The optimal compression map $\hat{h}$ is such that the reconstruction $r(\hat{h}(z))$, with a suitably chosen reconstruction map $r$, approximates the original raw feature vector $z$ with optimal accuracy. Note that we use a single compression map $h(\cdot)$ and a single reconstruction map $r(\cdot)$ for all data points in the dataset $\mathcal{D}$.

We obtain variety of dimensionality methods by using different choices for the hypothesis spaces $\mathcal{H}, \mathcal{H}^*$ and loss function in (9.4). Section 9.2 discusses a method that solves (9.4) for $\mathcal{H}, \mathcal{H}^*$ constituted by linear maps and the loss (9.3). Deep autoencoders are another family of dimensionality reduction methods that solve (9.4) with $\mathcal{H}, \mathcal{H}^*$ constituted by non-linear maps that are represented by deep neural networks [48, Ch. 14].

## 9.2 Principal Component Analysis

We now consider the special case of dimensionality reduction where the compression and reconstruction map are required to be linear maps. Consider a data point which is characterized by a (typically very long) raw feature vector $z = (z_1, \ldots, z_{n'})^T \in \mathbb{R}^{n'}$ of length $n'$. The length $n'$ of the raw feature vector might be easily of the order of millions. To obtain a small set of relevant features $x = (x_1, \ldots, x_n)^T \in \mathbb{R}^n$, we apply a linear transformation to the raw
feature vector,
\[ x = Wz. \]  
(9.5)

Here, the “compression” matrix \( W \in \mathbb{R}^{n \times n'} \) maps (in a linear fashion) the (long) raw feature vector \( z \in \mathbb{R}^{n'} \) to the (shorter) feature vector \( x \in \mathbb{R}^n \).

It is reasonable to choose the compression matrix \( W \in \mathbb{R}^{n \times n'} \) in (9.5) such that the resulting features \( x \in \mathbb{R}^n \) allow to approximate the original data point \( z \in \mathbb{R}^{n'} \) as accurately as possible. We can approximate (or recover) the data point \( z \in \mathbb{R}^{n'} \) back from the features \( x \) by applying a reconstruction operator \( R \in \mathbb{R}^{n' \times n} \), which is chosen such that
\[ z \approx Rx. \]  
(9.6)

The approximation error \( \hat{L}(W, R \mid D) \) resulting when (9.6) is applied to each data point in a dataset \( D = \{z^{(i)}\}_{i=1}^m \) is then
\[ \hat{L}(W, R \mid D) = (1/m) \sum_{i=1}^m \|z^{(i)} - RWz^{(i)}\|^2. \]  
(9.7)

One can verify that the approximation error \( \hat{L}(W, R \mid D) \) can only by minimal if the compression matrix \( W \) is of the form
\[ W = W_{\text{PCA}} := (u^{(1)}, \ldots, u^{(n)})^T \in \mathbb{R}^{n \times n'}, \]  
(9.8)

with \( n \) orthonormal vectors \( u^{(j)} \), for \( j = 1, \ldots, n \). The vectors \( u^{(j)} \) are the eigenvectors corresponding to the \( n \) largest eigenvalues of the sample covariance matrix
\[ Q := (1/m)Z^T Z \in \mathbb{R}^{n' \times n'}. \]  
(9.9)

Here we used the data matrix \( Z = (z^{(1)}, \ldots, z^{(m)})^T \in \mathbb{R}^{m \times n'} \). It can be verified easily, using the definition (9.9), that the matrix \( Q \) is psd. As a psd matrix, \( Q \) has an eigenvalue decomposition (EVD) of the form
\[ Q = (u^{(1)}, \ldots, u^{(n')}) \begin{pmatrix} \lambda_1 & \ldots & 0 \\ 0 & \ddots & 0 \\ 0 & \ldots & \lambda_{n'} \end{pmatrix} (u^{(1)}, \ldots, u^{(n')})^T \]  
(9.10)

\footnote{Some authors define the data matrix as \( Z = (\tilde{z}^{(1)}, \ldots, \tilde{z}^{(m)})^T \in \mathbb{R}^{m \times D} \) using “centered” data points \( z^{(i)} - \tilde{m} \) obtained by subtracting the average \( \tilde{m} = (1/m) \sum_{i=1}^m z^{(i)} \).}
with real-valued eigenvalues $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_{n'} \geq 0$ and orthonormal eigenvectors $\{u^{(j)}\}_{j=1}^{n'}$.

The feature vectors $x^{(i)}$ are obtained by applying the compression matrix $W_{\text{PCA}}$ (9.8) to the raw feature vectors $z^{(i)}$. We refer to the entries of the learnt feature vector $x^{(i)} = W_{\text{PCA}}z^{(i)}$ (see (9.8)) as the principal components (PC) of the raw feature vectors $z^{(i)}$. Algorithm 15 summarizes the overall procedure of determining the compression matrix (9.8) and computing the learnt feature vectors $x^{(i)}$. This procedure is known as PCA. The length $n \in \{0, \ldots, n'\}$ of the delivered feature vectors $x^{(i)}$, for $i = 1, \ldots, m$, is an input (or hyper-) parameter of Algorithm 15. Two extreme cases are $n = 0$ (maximum compression) and $n = n'$ (no compression). We finally note that the choice for the orthonormal eigenvectors in (9.8) might not be unique. Depending on the sample covariance matrix $Q$, there might be different sets of orthonormal vectors that correspond to the same eigenvalue of $Q$. Thus, for a given length $n$ of the new feature vectors, there might be several different matrices $W$ that achieve the same (optimal) reconstruction error $\hat{L}^{(\text{PCA})}$.

Computationally, Algorithm 15 essentially amounts to an EVD of the sample covariance matrix $Q$ (9.9). The EVD of $Q$ provides not only the optimal compression matrix $W_{\text{PCA}}$ but also the measure $\hat{L}^{(\text{PCA})}$ for the information loss incurred by replacing the original data points $z^{(i)} \in \mathbb{R}^{n'}$ with the shorter feature vector $x^{(i)} \in \mathbb{R}^{n}$. We quantify this information loss by the approximation error obtained when using the compression matrix $W_{\text{PCA}}$ (and corresponding reconstruction matrix $R_{\text{opt}} = W_{\text{PCA}}^T$),

$$\hat{L}^{(\text{PCA})} := \hat{L}(W_{\text{PCA}}, R_{\text{opt}} \mid \mathcal{D}) = \sum_{j=n+1}^{n'} \lambda_j. \quad (9.11)$$

As depicted in Figure 9.2, the approximation error $\hat{L}^{(\text{PCA})}$ decreases with increasing number $n$. 

Algorithm 15 PCA

**Input:** dataset $\mathcal{D} = \{z^{(i)} \in \mathbb{R}^{n'}\}_{i=1}^{m}$; number $n$ of PCs.

1: compute the EVD (9.10) to obtain orthonormal eigenvectors $(u^{(1)}, \ldots, u^{(n')})$ corresponding to (decreasingly ordered) eigenvalues $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_{n'} \geq 0$

2: construct compression matrix $W_{\text{PCA}} := (u^{(1)}, \ldots, u^{(n')})^T \in \mathbb{R}^{n \times n'}$

3: compute feature vector $x^{(i)} = W_{\text{PCA}}z^{(i)}$ whose entries are PC of $z^{(i)}$

4: compute approximation error $\hat{L}^{(\text{PCA})} = \sum_{j=n+1}^{n'} \lambda_j$ (see (9.11)).

**Output:** $x^{(i)}$, for $i = 1, \ldots, m$, and the approximation error $\hat{L}^{(\text{PCA})}$. 


of PCs used for the new features (9.5). For the extreme case $n = 0$, where we completely ignore the raw feature vectors $z^{(i)}$, the optimal reconstruction error is $\hat{L}^{(\text{PCA})} = \frac{1}{m} \sum_{i=1}^{m} \|z^{(i)}\|^2$.

The other extreme case $n = n'$ allows to use the raw features directly as the new features $x^{(i)} = z^{(i)}$. This extreme case means no compression at all, and trivially results in a zero reconstruction error $\hat{L}^{(\text{PCA})} = 0$.

![Figure 9.2: Reconstruction error $\hat{L}^{(\text{PCA})}$ (see (9.11)) of PCA for varying number $n$ of PCs.](image)

### 9.2.1 Combining PCA with linear regression

One important use case of PCA is as a pre-processing step within an overall ML problem such as linear regression (see Section 3.1). As discussed in Chapter 7, linear regression methods are prone to overfitting whenever the data points are characterized by raw feature vectors $z$ whose length $n'$ exceeds the number $m$ of labeled data points used in ERM.

One simple but powerful strategy to avoid overfitting is to preprocess the raw features $z^{(i)} \in \mathbb{R}^{n'}$, for $i = 1, \ldots, m$ by applying PCA. Indeed, PCA Algorithm 15 delivers feature vectors $x^{(i)} \in \mathbb{R}^n$ of prescribed length $n$. Thus, choosing the parameter $n$ such that $n < m$ will typically prevent the follow-up linear regression method from overfitting.

### 9.2.2 How To Choose Number of PC?

There are several aspects which can guide the choice for the number $n$ of PCs to be used as features.
• To generate data visualizations we might use either $n = 2$ or $n = 3$.

• We should choose $n$ sufficiently small such that the overall ML method fits the available computational resources.

• Consider using PCA as a pre-processing for linear regression (see Section 3.1). In particular, we can use the learnt feature vectors $x^{(i)}$ delivered by PCA as the feature vectors of data points in plain linear regression methods. To avoid overfitting, we should choose $n < m$ (see Chapter 7).

• Choose $n$ large enough such that the resulting approximation error $\hat{L}^{(PCA)}$ is reasonably small (see Figure 9.2).

9.2.3 Data Visualisation

If we use PCA with $n = 2$, we obtain feature vectors $x^{(i)} = W_{PCA}z^{(i)}$ (see (9.5)) which can be depicted as points in a scatterplot (see Section 2.1.3). As an example, consider data points $z^{(i)}$ obtained from historic recordings of Bitcoin statistics. Each data point $z^{(i)} \in \mathbb{R}^{n'}$ is a vector of length $n' = 6$. It is difficult to visualise points in an Euclidean space $\mathbb{R}^{n'}$ of dimension $n' > 2$. Therefore, we apply PCA with $n = 2$ which results in feature vectors $x^{(i)} \in \mathbb{R}^2$. These new feature vectors (of length 2) can be depicted conveniently as the scatterplot in Figure 9.3.

9.2.4 Extensions of PCA

We now briefly discuss variants and extensions of the basic PCA method.

• **Kernel PCA** [57, Ch.14.5.4]: The PCA method is most effective if the raw feature vectors of data points are concentrated around a $n$-dimensional linear subspace of $\mathbb{R}^{n'}$. Kernel PCA extends PCA to data points that are located near a low-dimensional manifold which might be highly non-linear. This is achieved by applying PCA to transformed feature vectors instead of the original raw feature vectors. Kernel PCA first applies a (typically non-linear) feature map $\phi$ to the raw feature vectors $z^{(i)}$ (see Section 3.9) and applies PCA to the transformed feature vectors $\phi(z^{(i)})$, for $i = 1, \ldots, m$.

• **Robust PCA** [155]: The basic PCA Algorithm 15 is sensitive to outliers, i.e., a small number of data points with significantly different statistical properties than the bulk
Figure 9.3: A scatterplot of data points with feature vectors \( x^{(i)} = (x_1^{(i)}, x_2^{(i)})^T \) whose entries are the first two PCs of the Bitcoin statistics \( z^{(i)} \) of the \( i \)-th day.

of data points. This sensitivity might be attributed to the properties of the squared Euclidean norm (9.3) which is used in PCA to measure the reconstruction error (9.1). We have seen in Chapter 3 that linear regression (see Section 3.1 and 3.3) can be made robust against outliers by replacing the squared error loss with another loss function. In a similar spirit, robust PCA replaces the squared Euclidean norm with another norm that is less sensitive to having very large reconstruction errors (9.1) for a small number of data points (which are outliers).

**Sparse PCA [57, Ch.14.5.5]**: The basic PCA method transforms the raw feature vector \( z^{(i)} \) of a data point to a new (shorter) feature vector \( x^{(i)} \). In general each entry \( x_j^{(i)} \) of the new feature vector will depend on each entry of the raw feature vector \( z^{(i)} \). More precisely, the new feature \( x_j^{(i)} \) depends on all raw features \( z_{j'}^{(i)} \) for which the corresponding entry \( W_{j,j'} \) of the matrix \( W = W_{\text{PCA}} \) (9.8) is non-zero. For most datasets, all entries of the matrix \( W_{\text{PCA}} \) will typically be non-zero.

In some applications of linear dimensionality reduction we would like to construct new features that depend only on a small subset of raw features. Equivalently we would like to learn a linear compression map \( W \) (9.5) such that each row of \( W \) contains only few non-zero entries. To this end, sparse PCA enforces the rows of the compression matrix \( W \) to contain only a small number of non-zero entries. This enforcement can be implement either using additional constraints on \( W \) or by adding a penalty term
to the reconstruction error \[(9.7)\].

- **Probabilistic PCA \([117, 137]\):** We have motivated PCA as a method for learning an optimal linear compression map (matrix) \[(9.5)\] such that the compressed feature vectors allow to linearly reconstruct the original raw feature vector with minimum reconstruction error \[(9.7)\]. Another interpretation of PCA is that of a method that learns a subspace of \(\mathbb{R}^{n'}\) that best fits the distribution of the raw feature vectors \(z^{(i)}\), for \(i = 1, \ldots, m\). This optimal subspace is precisely the subspace spanned by the rows of \(W_{\text{PCA}}\) \[(9.8)\].

Probabilistic PCA (PPCA) interprets the raw feature vectors \(z^{(i)}\) as realizations of iid RVs. These realizations are modelled as

\[
z^{(i)} = W^T x^{(i)} + \varepsilon^{(i)}, \text{ for } i = 1, \ldots, m. \tag{9.12}
\]

Here, \(W \in \mathbb{R}^{n \times n'}\) is some unknown matrix with orthonormal rows. The rows of \(W\) span the subspace around which the raw features are concentrated. The vectors \(x^{(i)}\) in \[(9.12)\] are realizations of iid RVs whose common probability distribution is \(\mathcal{N}(0, I)\). The vectors \(\varepsilon^{(i)}\) are realizations of iid RVs whose common probability distribution is \(\mathcal{N}(0, \sigma^2 I)\) with some fixed but unknown variance \(\sigma^2\). Note that \(W\) and \(\sigma^2\) parametrize the joint probability distribution of the feature vectors \(z^{(i)}\) via \[(9.12)\]. PPCA amounts to maximum likelihood estimation (see Section \[3.12\]) of the parameters \(W\) and \(\sigma^2\). This maximum likelihood estimation problem can be solved using computationally efficient estimation techniques such as EM \([137\text{ Appendix B}]\). The implementation of PPCA via EM also offers a principled approach to handle missing data. Roughly speaking, the EM method allows to use the probabilistic model \[(9.12)\] to estimate missing raw features \([137\text{ Sec. 4.1}]\).

### 9.3 Feature Learning for Non-Numeric Data

We have motivated dimensionality reduction methods as transformations of (very long) raw feature vectors to a new (shorter) feature vector \(x\) such that it allows to reconstruct the raw features \(z\) with minimum reconstruction error \[(9.1)\]. To make this requirement precise we need to define a measure for the size of the reconstruction error and specify the class of possible reconstruction maps. PCA uses the squared Euclidean norm \[(9.7)\] to measure the reconstruction error and only allows for linear reconstruction maps \[(9.6)\].
Alternatively, we can view dimensionality reduction as the generation of new feature vectors $x^{(i)}$ that maintain the intrinsic geometry of the data points with their raw feature vectors $z^{(i)}$. Different dimensionality reduction methods use different concepts for characterizing the "intrinsic geometry" of data points. PCA defines the intrinsic geometry of data points using the squared Euclidean distances between feature vectors. Indeed, PCA produces feature vectors $x^{(i)}$ such that for data points whose raw feature vectors have small squared Euclidean distance, also the new feature vectors $x^{(i)}$ will have small squared Euclidean distance.

Some application domains generate data points for which the Euclidean distances between raw feature vectors does not reflect the intrinsic geometry of data points. As a point in case, consider data points representing scientific articles which can be characterized by the relative frequencies of words from some given set of relevant words (dictionary). A small Euclidean distance between the resulting raw feature vectors typically does not imply that the corresponding text documents are similar. Instead, the similarity between two articles might depend on the number of authors that are contained in author lists of both papers. We can represent the similarities between all articles using a similarity graph whose nodes represent data points which are connected by an edge (link) if they are similar (see Figure 8.9).

Consider a dataset $D = (z^{(1)}, \ldots, z^{(m)})$ whose intrinsic geometry is characterized by an unweighted similarity graph $G = (\mathcal{V} := \{1, \ldots, m\}, \mathcal{E})$. The node $i \in \mathcal{V}$ represents the $i$-th data point $z^{(i)}$. Two nodes are connected by an undirected edge if the corresponding data points are similar.

We would like to find short feature vectors $x^{(i)}$, for $i = 1, \ldots, m$, such that two data points $i, i'$, whose feature vectors $x^{(i)}, x^{(i')}$ have small Euclidean distance, are well-connected to each other. This informal requirement must be made precise by a measure for how well two nodes of an undirected graph are connected. We refer the reader to literature on network theory for an overview and details of various connectivity measures [102].

Let us discuss a simple but powerful technique to map the nodes $i \in \mathcal{V}$ of an undirected graph $G$ to (short) feature vectors $x^{(i)} \in \mathbb{R}^n$. This map is such that the Euclidean distances between the feature vectors of two nodes reflect their connectivity within $G$. This technique uses the Laplacian matrix $L \in \mathbb{R}^{m \times m}$ which is defined for an undirected graph $G$ (with node
Here, \( d(i) := \left| \{ i' : \{i, i'\} \in E \} \right| \) denotes the number of neighbours (the degree) of node \( i \in \mathcal{V} \).

It can be shown that the Laplacian matrix \( L \) is psd \cite[Proposition 1]{147}. Therefore we can find a set of orthonormal eigenvectors

\[
\mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(m)} \in \mathbb{R}^m
\]  

(9.14)

with corresponding (ordered in a non-decreasing fashion) eigenvalues \( \lambda_1 \leq \ldots \leq \lambda_m \) of \( L \).

For a given number \( n \), we construct the feature vector

\[
\mathbf{x}^{(i)} := \left( u_i^{(1)}, \ldots, u_i^{(n)} \right)^T
\]

for the \( i \)th data point. Here, we used the entries of of the first \( n \) eigenvectors \cite[9.14]{147}. It can be shown that the Euclidean distances between the feature vectors \( \mathbf{x}^{(i)} \), for \( i = 1, \ldots, m \), reflect the connectivities between data points \( i = 1, \ldots, m \) in the similarity graph \( G \).

For a more precise statement of this informal claim we refer to the excellent tutorial \cite{147}.

To summarize, we can construct numeric feature vectors for (non-numeric) data points via the eigenvectors of the Laplacian matrix of a similarity graph for the data points. Algorithm 16 summarizes this feature learning method which requires as its input a similarity graph for the data points and the desired number \( n \) of numeric features. Note that Algorithm 16 does not make any use of the Euclidean distances between raw feature vectors and uses solely the similarity graph \( G \) to determine the intrinsic geometry of \( D \).

### 9.4 Feature Learning for Labeled Data

We have discussed PCA as a linear dimensionality reduction method. PCA learns a compression matrix that maps raw features \( z^{(i)} \) of data points to new (much shorter) feature vectors \( x^{(i)} \). The feature vectors \( x^{(i)} \) determined by PCA depend solely on the raw feature vectors \( z^{(i)} \) of a given dataset \( D \). In particular, PCA determines the compression matrix such that the new features allow for a linear reconstruction \cite[9.6]{9.6} with minimum reconstruction errors.
Algorithm 16 Feature Learning for Non-Numeric Data

**Input:** dataset \( \mathcal{D} = \{\mathbf{z}^{(i)} \in \mathbb{R}^{n'}\}_{i=1}^{m} \); similarity graph \( \mathcal{G} \); number \( n \) of features to be constructed for each data point.

1. construct the Laplacian matrix \( \mathbf{L} \) of the similarity graph \( \text{(see (9.13))} \)
2. compute EVD of \( \mathbf{L} \) to obtain \( n \) orthonormal eigenvectors \( \text{(9.14)} \) corresponding to the smallest eigenvalues of \( \mathbf{L} \)
3. for each data point \( i \), construct feature vector

\[
\mathbf{x}^{(i)} := (u^{(1)}_i, \ldots, u^{(n)}_i)^T \in \mathbb{R}^n
\]

**Output:** \( \mathbf{x}^{(i)} \), for \( i = 1, \ldots, m \)

error \( \text{(9.7)} \).

For some application domains we might not only have access to raw feature vectors but also to the label values \( y^{(i)} \) of the data points in \( \mathcal{D} \). Indeed, dimensionality reduction methods might be used as pre-processing step within a regression or classification problem that involves a labeled training set. However, in its basic form, PCA (see Algorithm 15) does not allow to exploit the information provided by available labels \( y^{(i)} \) of data points \( \mathbf{z}^{(i)} \). For some datasets, PCA might deliver feature vectors that are not very relevant for the overall task of predicting the label of a data point.

Let us now discuss a modification of PCA that exploits the information provided by available labels of the data points. The idea is to learn a linear construction map (matrix) \( \mathbf{W} \) such that the new feature vectors \( \mathbf{x}^{(i)} = \mathbf{Wz}^{(i)} \) allow to predict the label \( y^{(i)} \) as good as possible. We restrict the prediction to be linear,

\[
\hat{y}^{(i)} := \mathbf{r}^T \mathbf{x}^{(i)} = \mathbf{r}^T \mathbf{Wz}^{(i)},
\]

with some weight vector \( \mathbf{r} \in \mathbb{R}^n \).

While PCA is motivated by minimizing the reconstruction error \( \text{(9.1)} \), we now aim at minimizing the prediction error \( \hat{y}^{(i)} - y^{(i)} \). In particular, we assess the usefulness of a given
pair of construction map $W$ and predictor $r$ (see (9.16)), using the empirical risk

$$\hat{L}(W, r \mid D) := \frac{1}{m} \sum_{i=1}^{m} (y^{(i)} - \hat{y}^{(i)})^2$$

(9.16)

$$= \frac{1}{m} \sum_{i=1}^{m} (y^{(i)} - r^T W z^{(i)})^2. \quad (9.17)$$

to guide the learning of a compressing matrix $W$ and corresponding linear predictor weights $r$ (9.16).

The optimal matrix $W$ that minimizes the empirical risk (9.17) can be obtained via the EVD (9.10) of the sample covariance matrix $Q$ (9.9). Note that we have used the EVD of $Q$ already for PCA in Section 9.2 (see (9.8)). Remember that PCA uses the $n$ eigenvectors $u^{(1)}, \ldots, u^{(n)}$ corresponding to the $n$ largest eigenvalues of $Q$. In contrast, to minimize (9.17), we need to use a different set of eigenvectors in the rows of $W$ in general. To find the right set of $n$ eigenvectors, we need the sample cross-correlation vector

$$q := (1/m) \sum_{i=1}^{m} y^{(i)} z^{(i)}. \quad (9.18)$$

The entry $q_j$ of the vector $q$ estimates the correlation between the raw feature $z_j^{(i)}$ and the label $y^{(i)}$. We then define the index set

$$S := \{j_1, \ldots, j_n\} \text{ such that } (q_j)^2/\lambda_j \geq (q_{j'})^2/\lambda_{j'} \text{ for any } j \in S, j' \in \{1, \ldots, n'\} \notin S. \quad (9.19)$$

The set $S$ is constituted by the indices $j \in \{1, \ldots, n'\}$ of $n$ largest numbers $(q_j)^2/\lambda_j$. It can then be shown that the rows of the optimal compression matrix $W$ (minimizing (9.17)) are the eigenvectors $u^{(j)}$ with $j \in S$. We summarize the overall feature learning method in Algorithm [17]

The main focus of this section is on regression problems that involve data points with numeric labels (e.g., from the label space $\mathcal{Y} = \mathbb{R}$). Given the raw features and labels of the data points in $D$, Algorithm [17] determines new feature vectors $x^{(i)}$ that allow to linearly predict a numeric label with minimum squared error. A similar approach can be used for classification problems involving data points with a finite label space $\mathcal{Y}$. Linear (or Fisher) discriminant analysis aims at constructing a compression matrix $W$ such that the learnt features $x = Wz$ of a data point allow to predict its label $y$ as accurately as possible [57].
Algorithm 17: Linear Feature Learning for Labeled Data

**Input:** dataset \((z^{(1)}, y^{(1)}), \ldots, (z^{(m)}, y^{(m)})\) with raw features \(z^{(i)} \in \mathbb{R}^{n'} \) and numeric labels \(y^{(i)} \in \mathbb{R}\); length \(n\) of new feature vectors.

1: compute EVD (9.10) of the sample covariance matrix (9.9) to obtain orthonormal eigenvectors \((u^{(1)}, \ldots, u^{(n')})\) corresponding to (decreasingly ordered) eigenvalues \(\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_{n'} \geq 0\)

2: compute the sample cross-correlation vector (9.18) and, in turn, the sequence

\[
(q_1)^2/\lambda_1, \ldots, (q_{n'})^2/\lambda_{n'}
\]  

(9.20)

3: determine indices \(j_1, \ldots, j_n\) of \(n\) largest elements in (9.20)

4: construct compression matrix \(W := (u^{(j_1)}, \ldots, u^{(j_n)})^T \in \mathbb{R}^{n \times n'}\)

5: compute feature vector \(x^{(i)} = Wz^{(i)}\)

**Output:** \(x^{(i)}\), for \(i = 1, \ldots, m\), and compression matrix \(W\).

### 9.5 Privacy-Preserving Feature Learning

Many important application domains of ML involve sensitive data that is subject to data protection law [148]. Consider a health-care provider (such as a hospital) holding a large database of patient records. From a ML perspective this databases is nothing but a (typically large) set of data points representing individual patients. The data points are characterized by many features including personal identifiers (name, social security number), bio-physical parameters as well as examination results. We could apply ML to learn a predictor for the risk of particular disease given the features of a data point.

Given large patient databases, the ML methods might not be implemented locally at the hospital but using cloud computing. However, data protection requirements might prohibit the transfer of raw patient records that allow to match individuals with bio-physical properties. In this case we might apply feature learning methods to construct new features for each patient such that they allow to learn an accurate hypothesis for predicting a disease but do not allow to identify sensitive properties of the patient such as its name or a social security number.

Let us formalize the above application by characterizing each data point (patient in the hospital database) using raw feature vector \(z^{(i)} \in \mathbb{R}^{n'}\) and a sensitive numeric property \(\pi^{(i)}\). We would like to find a compression map \(W\) such that the resulting features \(x^{(i)} = Wz^{(i)}\)
do not allow to accurately predict the sensitive property $\pi^{(i)}$. The prediction of the sensitive property is restricted to be a linear $\hat{\pi}^{(i)} := r^T x^{(i)}$ with some weight vector $r$.

Similar to Section 9.4 we want to find a compression matrix $W$ that transforms, in a linear fashion, the raw feature vector $z \in \mathbb{R}^{n'}$ to a new feature vector $x \in \mathbb{R}^n$. However, the design criterion for the optimal compression matrix $W$ was different in Section 9.4 where the new feature vectors should allow for an accurate linear prediction of the label. In contrast, here we want to construct feature vectors such that there is no accurate linear predictor of the sensitive property $\pi^{(i)}$.

As in Section 9.4, the optimal compression matrix $W$ is given row-wise by the eigenvectors of the sample covariance matrix (9.9). However, the choice of which eigenvectors to use is different and based on the entries of the sample cross-correlation vector

$$c := (1/m) \sum_{i=1}^{m} \pi^{(i)} z^{(i)}.$$  \hspace{1cm} (9.21)

We summarize the construction of the optimal privacy-preserving compression matrix and corresponding new feature vectors in Algorithm 18.

**Algorithm 18 Privacy Preserving Feature Learning**

**Input:** dataset $(z^{(1)}, y^{(1)}), \ldots, (z^{(m)}, y^{(m)})$; each data point characterized by raw features $z^{(i)} \in \mathbb{R}^{n'}$ and (numeric) sensitive property $\pi^{(i)} \in \mathbb{R}$; number $n$ of new features.

1: compute the EVD (9.10) of the sample covariance matrix (9.9) to obtain orthonormal eigenvectors $(u^{(1)}, \ldots, u^{(n')})$ corresponding to (decreasingly ordered) eigenvalues $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_{n'} \geq 0$

2: compute the sample cross-correlation vector (9.21) and, in turn, the sequence

$$(c_1)^2/\lambda_1, \ldots, (c_{n'})^2/\lambda_{n'}.$$ \hspace{1cm} (9.22)

3: determine indices $j_1, \ldots, j_n$ of $n$ smallest elements in (9.22)

4: construct compression matrix $W := (u^{(j_1)}, \ldots, u^{(j_n)})^T \in \mathbb{R}^{n \times n'}$

5: compute feature vector $x^{(i)} = W z^{(i)}$

**Output:** feature vectors $x^{(i)}$, for $i = 1, \ldots, m$, and compression matrix $W$.

Algorithm 18 learns a map $W$ to extract privacy-preserving features out of the raw feature vector of a data point. These new features are privacy-preserving as they do not allow to accurately predict (in a linear fashion) a sensitive property $\pi$ of the data point.
Another formalization for the preservation of privacy can be obtained using information-theoretic concepts. This information-theoretic approach interprets data points, their feature vector and sensitive property, as realizations of RVs. It is then possible to use the mutual information between new features $x$ and the sensitive (private) property $\pi$ as an optimization criterion for learning a compression map $h$ (Section 9.1). The resulting feature learning method (referred to as privacy-funnel) differs from Algorithm 18 not only in the optimization criterion for the compression map but also in that it allows it to be non-linear [88, 127].

### 9.6 Random Projections

Note that PCA uses an EVD of the sample covariance matrix $Q$ (9.9). The computational complexity (e.g., measured by number of multiplications and additions) for computing this EVD is lower bounded by $n \min\{n'^2, m^2\}$ [46, 138]. This computational complexity can be prohibitive for ML applications with $n'$ and $m$ being of the order of millions or even billions.

There is a computationally cheap alternative to PCA (Algorithm 15) for finding a useful compression matrix $W$ in (9.5). This alternative is to construct the compression matrix $W$ entry-wise

$$W_{j,j'} := a_{j,j'} \text{ with } a_{j,j'} \sim p(a). \quad (9.23)$$

The matrix entries (9.23) are realizations $a_{i,j}$ of iid RVs with some common probability distribution $p(a)$. Different choices for the probability distribution $p(a)$ have been studied in the literature [39]. The Bernoulli distribution is used to obtain a compression matrix with binary entries. Another popular choice for $p(a)$ is the multivariate normal (Gaussian) distribution.

Consider data points whose raw feature vectors $z$ are located near an $s$-dimensional subspace of $\mathbb{R}^{n'}$. The feature vectors $x$ obtained via (9.5) using a random matrix (9.23) allows to reconstruct the raw feature vectors $z$ with high probability whenever

$$n \geq Cs \log n'.$$  \hspace{1cm} (9.24)

The constant $C$ depends on the maximum tolerated reconstruction error $\eta$ (such that $\|\hat{z} - z\|_2^2 \leq \eta$ for any data point) and the probability that the features $x$ (see (9.23)) allow for a maximum reconstruction error $\eta$ [39, Theorem 9.27].
9.7 Dimensionality Increase

The focus of this chapter is on dimensionality reduction methods that learn a feature map delivering new feature vectors which are (significantly) shorter than the raw feature vectors. However, it might sometimes be beneficial to learn a feature map that delivers new feature vectors which are longer than the raw feature vectors. We have already discussed two examples for such feature learning methods in Sections 3.2 and 3.9. Polynomial regression maps a single raw feature \( z \) to a feature vector containing the powers of the raw feature \( z \). This allows to use apply linear predictor maps to the new feature vectors to obtain predictions that depend non-linearly on the raw feature \( z \). Kernel methods might even use a feature map that delivers feature vectors belonging to an infinite-dimensional Hilbert space [124].

Mapping raw feature vectors into higher-dimensional (or even infinite-dimensional) spaces might be useful if the intrinsic geometry of the data points is simpler when looked at in the higher-dimensional space. Consider a binary classification problem where data points are highly inter-winded in the original feature space (see Figure 3.7). Loosely speaking, mapping into higher-dimensional feature space might "flatten-out" a non-linear decision boundary between data points. We can then apply linear classifiers to the higher-dimensional features to achieve accurate predictions.

9.8 Exercises

Exercise 9.1. Computational Burden of Many Features. Discuss the computational complexity of linear regression. How much computation do we need to compute the linear predictor that minimizes the average squared error on a training set?

Exercise 9.2. Power Iteration. The key computational step of PCA amounts to an EVD of the psd matrix [9.9]. Consider an arbitrary initial vector \( u^{(r)} \) and the sequence obtained by iterating

\[
 u^{(r+1)} := Qu^{(r)}/\|Qu^{(r)}\|. \tag{9.25}
\]

What (if any) conditions on the initialization \( u^{(r)} \) ensure that the sequence \( u^{(r)} \) converges to the eigenvector \( u^{(1)} \) of \( Q \) that corresponds to its largest eigenvalue \( \lambda_1 \)?

Exercise 9.3. Linear Classifiers with High-Dimensional Features. Consider a training set \( D \) consisting of \( m = 10^{10} \) labeled data points \( (z^{(1)}, y^{(1)}), \ldots, (z^{(m)}, y^{(m)}) \) with
raw feature vectors $z^{(i)} \in \mathbb{R}^{4000}$ and binary labels $y^{(i)} \in \{-1, 1\}$. Assume we have used a feature learning method to obtain the new features $x^{(i)} \in \{0, 1\}^n$ with $n = m$ and such that the only non-zero entry of $x^{(i)}$ is $x^{(i)}_i = 1$, for $i = 1, \ldots, m$. Can you find a linear classifier that perfectly classifies the training set?
Chapter 10

Transparent and Explainable ML

The successful deployment of ML methods depends on their transparency or explainability. We formalize the notion of an explanation and its effect using a simple probabilistic model in Section 10.1. Roughly speaking, an explanation is any artefact, such as a list of relevant features or a reference data point from a training set, that conveys information about a ML method and its predictions. Put differently, explaining a ML method should reduce the uncertainty (of a human end-user) about its predictions.

Explainable ML is an umbrella term for techniques that make ML method transparent or explainable. Providing explanations for the predictions of a ML method is particularly important when these predictions inform decision making [23]. It is increasingly becoming a legal requirement to provide explanations for automated decision making systems [53].

Even for applications where predictions are not directly used to inform far-reaching decisions, providing explanations is important. The human end users have an intrinsic desire for explanations that resolve the uncertainty about the prediction. This is known as the “need for closure” in psychology [29, 74]. Beside legal and psychological requirements, providing explanations for predictions might also be useful for validating and verifying ML methods. Indeed, the explanations of ML methods (and its predictions) can point the user (which might be a “domain expert”) to incorrect modelling assumptions used by the ML method [37].

Explainable ML is challenging since explanations must be tailored (personalized) to human end-users with varying backgrounds and in different contexts [86]. The user background includes the formal education as well as the individual digital literacy. Some users might have received university-level education in ML, while other users might have no relevant formal training (such as an undergraduate course in linear algebra). Linear regression with
few features might be perfectly interpretable for the first group but be considered a “black box” for the latter. To enable tailored explanations we need to model the user background as relevant for understanding the ML predictions.

This chapter discusses explainable ML methods that have access to some user signal or feedback for some data points. Such a user signal might be obtained in various ways, including answers to surveys or bio-physical measurements collected via wearables or medical diagnostics. The user signal is used to determine (to some extent) the end-user background and, in turn, to tailor the delivered explanations for this end-user.

Existing explainable ML methods can be roughly divided into two categories. The first category is referred to as “model-agnostic” [23]). Model-agnostic methods do not require knowledge of the detailed work principles of a ML method. These methods do not require knowledge of the hypothesis space used by a ML method but learn how to explain its predictions by observing them on a training set [22].

A second category of explainable ML methods, sometimes referred to as “white-box” methods [23], uses ML methods that are considered as intrinsically explainable. The intrinsic explainability of a ML method depends crucially on its choice for the hypothesis space (see Section 2.2). This chapter discusses one recent method from each of the two explainable ML categories [71, 68]. The common theme of both methods is the use of information-theoretic concepts to measure the usefulness of explanations [27].

Section 10.1 discusses a recently proposed model-agnostic approach to explainable ML that constructs tailored explanations for the predictions of a given ML method [71]. This approach does not require any details about the internal mechanism of a ML method whose predictions are to be explained. Rather, this approach only requires a (sufficiently large) training set of data points for which the predictions of the ML method are known.

To tailor the explanations to a particular user, we use the values of a user (feedback) signal provided for the data points in the training set. Roughly speaking, the explanations are chosen such that they maximally reduce the “surprise” or uncertainty that the user has about the predictions of the ML method.

Section 10.2 discusses an example for a ML method that uses a hypothesis space that is intrinsically explainable [68]. We construct an explainable hypothesis space by appropriate pruning of a given hypothesis space such as linear maps (see Section 3.1) or non-linear maps represented by either an ANN (see Section 3.11) or decision trees (see Section 3.10). This pruning is implemented via adding a regularization term to ERM (4.3), resulting in an instance of SRM (7.2) which we refer to as explainable empirical risk minimization (EERM).
The regularization term favours hypotheses that are explainable to a user. Similar to the method in Section 10.1, the explainability of a map is quantified by information theoretic quantities. For example, if the original hypothesis space is the set of linear maps using a large number of features, the regularization term might favour maps that depend only on few features that are interpretable. Hence, we can interpret EERM as a feature learning method that aims at learning relevant and interpretable features (see Chapter 9).

10.1 Personalized Explanations for ML Methods

Consider a ML application involving data points with features \( x = (x_1, \ldots, x_n)^T \in \mathbb{R}^n \) and label \( y \in \mathbb{R} \). We use a ML method that reads in some labelled data points

\[
(x^{(1)}, y^{(1)}), (x^{(2)}, y^{(2)}), \ldots, (x^{(m)}, y^{(m)}),
\]

and learns a hypothesis

\[
h(\cdot) : \mathbb{R}^n \rightarrow \mathbb{R} : x \mapsto \hat{y} = h(x).
\]

The precise working principle of this ML method for how to learn this hypothesis \( h \) is not relevant in what follows.

![Figure 10.1: An explanation \( e \) provides additional information \( I(\hat{y}, e|u) \) to a user \( u \) about the prediction \( \hat{y} \).](image)

The learnt predictor \( h(x) \) is applied to the features of a data point to obtain the predicted label \( \hat{y} := h(x) \). The prediction \( \hat{y} \) is then delivered to a human end-user (see Figure 10.1). Depending on the ML application, this end-user might be a streaming service subscriber [47], a dermatologist [36] or a city planner [157].
Human users of ML methods often have some conception or model for the relation between features $x$ and label $y$ of a data point. This intrinsic model might vary significantly between users with different (social or educational) background. We will model the user understanding of a data point by a “user summary” $u \in \mathbb{R}$. The summary is obtained by a (possibly stochastic) map from the features $x$ of a data point. For ease of exposition, we focus on summaries obtained by a deterministic map

$$u(\cdot) : \mathbb{R}^n \to \mathbb{R} : x \mapsto u := u(x).$$

(10.3)

However, the resulting explainable ML method can be extended to user feedback $u$ modelled as a stochastic maps. In this case, the user feedback $u$ is characterized by a probability distribution $p(u|x)$.

The user feedback $u$ is determined by the features $x$ of a data point. We might think of the value $u$ for a specific data point as a signal that reflects how the human end-user interprets (or perceives) the data point, given her knowledge (including formal education) and the context of the ML application. We do not assume any knowledge about the details for how the signal value $u$ is formed for a specific data point. In particular, we do not know any properties of the map $u(\cdot) : x \mapsto u$.

The above approach is quite flexible as it allows for very different forms of user summaries. The user summary could be the prediction obtained from a simplified model, such as linear regression using few features that the user anticipates as being relevant. Another example for a user summary $u$ could be a higher-level feature, such as eye spacing in facial pictures, that the user considers relevant [66].

Note that, since we allow for an arbitrary map in (10.3), the user summary $u(x)$ obtained for a random data point with features $x$ might be correlated with the prediction $\hat{y} = h(x)$. As an extreme case, consider a very knowledgable user that is able to predict the label of any data point from its features as well as the ML method itself. In this case, the maps (10.2) and (10.3) might be nearly identical. However, in general the predictions delivered by the learnt hypothesis (10.2) will be different from the user summary $u(x)$.

We formalize the act of explaining a prediction $\hat{y} = h(x)$ as presenting some additional quantity $e$ to the user (see Figure 10.1). This explanation $e$ can be any artefact that helps the user to understand the prediction $\hat{y}$, given her understanding $u$ of the data point. Loosely speaking, the aim of providing explanation $e$ is to reduce the uncertainty of the user $u$ about the prediction $\hat{y}$ [74].

For the sake of exposition, we construct explanations $e$ that are obtained via a determin-
istic map
\[ e(\cdot) : \mathbb{R}^n \rightarrow \mathbb{R} : x \mapsto e := e(x), \] (10.4)
from the features \( x \) of a data point. However, the explainable ML methods in this chapter can be generalized without difficulty to handle explanations obtained from a stochastic map. In the end, we only require the specification of the conditional probability distribution \( p(e|x) \).

The explanation \( e \) (10.4) depends only on the features \( x \) but not explicitly on the prediction \( \hat{y} \). However, our method for constructing the map (10.4) takes into account the properties of the predictor map \( h(x) \) (10.2). In particular, Algorithm 19 below requires as input the predicted labels \( \hat{y}^{(i)} \) for a set of data points (that serve as a training set for our method).

To obtain comprehensible explanations that can be computed efficiently, we must typically restrict the space of possible explanations to a small subset \( \mathcal{F} \) of maps (10.4). This is conceptually similar to the restriction of the space of possible predictor functions in a ML method to a small subset of maps which is known as the hypothesis space.

### 10.1.1 Probabilistic Data Model for XML

In what follows, we model data points as realizations of iid RVs with common (joint) probability distribution \( p(x, y) \) of features and label (see Section 2.1.4). Modelling the data points as realizations of RVs implies that the user summary \( u \), prediction \( \hat{y} \) and explanation \( e \) are also realizations of RVs. The joint distribution \( p(u, \hat{y}, e, x, y) \) conforms with the Bayesian network [110] depicted in Figure 10.2. Indeed,

\[ p(u, \hat{y}, e, x, y) = p(u|x) \cdot p(e|x) \cdot p(\hat{y}|x) \cdot p(x, y). \] (10.5)

We measure the amount of additional information provided by an explanation \( e \) for a prediction \( \hat{y} \) to some user \( u \) via the conditional mutual information (MI) [27, Ch. 2 and 8]

\[ I(e; \hat{y}|u) := \mathbb{E}\left\{ \log \frac{p(\hat{y}, e|u)}{p(\hat{y}|u)p(e|u)} \right\}. \] (10.6)

The conditional MI \( I(e; \hat{y}|u) \) can also be interpreted as a measure for the amount by which the explanation \( e \) reduces the uncertainty about the prediction \( \hat{y} \) which is delivered to some user \( u \). Providing the explanation \( e \) serves the apparent human need to understand observed phenomena, such as the predictions from a ML method [74].
Figure 10.2: A simple probabilistic graphical model (a Bayesian network \[83, 78\]) for explainable ML. We interpret data points (with features \(x\) and label \(y\)) along with the user summary \(u\), \(e\) and predicted label \(\hat{y}\) as realizations of RVs. These RVs satisfy conditional independence relations encoded by the directed links of the graph \[78\]. Given the data point, the predicted label \(\hat{y}\), the explanation \(e\) and the user summary \(u\) are conditionally independent. This conditional independence is trivial if all these quantities are obtained from deterministic maps applied to the features \(x\) of the data point.

### 10.1.2 Computing Optimal Explanations

Capturing the effect of an explanation using the probabilistic model \((10.6)\) offers a principled approach to computing an optimal explanation \(e\). We require the optimal explanation \(e^*\) to maximize the conditional MI \((10.6)\) between the explanation \(e\) and the prediction \(\hat{y}\) conditioned on the user summary \(u\) of the data point.

Formally, an optimal explanation \(e^*\) solves

\[
I(e^*; \hat{y}|u) = \sup_{e \in F} I(e; \hat{y}|u). \tag{10.7}
\]

The choice for the subset \(F\) of valid explanations offers a trade-off between comprehensibility, informativeness and computational cost incurred by an explanation \(e^*\) (solving \((10.7)\)).

The maximization problem \((10.7)\) for obtaining optimal explanations is similar to the approach in \[22\]. However, while \[22\] uses the unconditional MI between explanation and prediction, \((10.7)\) uses the conditional MI given the user summary \(u\). Therefore, \((10.7)\) delivers personalized explanations that are tailored to the user who is characterized by the summary \(u\).

It is important to note that the construction \((10.7)\) allows for many different forms of
explanations. An explanation could be a subset of features of a data point (see [115] and Section [10.1.2]). More generally, explanations could be obtained from simple local statistics (averages) of features that are considered related, such as nearby pixels in an image or consecutive amplitude values of an audio signal. Instead of individual features, carefully chosen data points from a training set can also serve as an explanation [91, 116].

Let us illustrate the concept of optimal explanations (10.7) using linear regression. We model the features $x$ as a realization of a multivariate normal random vector with zero mean and covariance matrix $C_x$,

$$x \sim \mathcal{N}(0, C_x). \quad (10.8)$$

The predictor and the user summary are linear functions

$$\hat{y} := w^T x, \text{ and } u := v^T x. \quad (10.9)$$

We construct explanations via subsets of individual features $x_j$ that are considered most relevant for a user to understand the prediction $\hat{y}$ (see [97, Definition 2] and [96]). Thus, we consider explanations of the form

$$e := \{x_j\}_{j \in \mathcal{E}} \text{ with some subset } \mathcal{E} \subseteq \{1, \ldots, n\}. \quad (10.10)$$

The complexity of an explanation $e$ is measured by the number $|\mathcal{E}|$ of features that contribute to it. We limit the complexity of explanations by a fixed (small) sparsity level,

$$|\mathcal{E}| \leq s(\ll n). \quad (10.11)$$

Modelling the feature vector $x$ as Gaussian (10.8) implies that the prediction $\hat{y}$ and user summary $u$ obtained from (10.9) is jointly Gaussian for a given $\mathcal{E}$ (10.4). Basic properties of multivariate normal distributions [27, Ch. 8], allow to develop (10.7) as

$$\max_{\mathcal{E} \subseteq \{1, \ldots, n\}} I(e; \hat{y}|u)$$

$$= h(\hat{y}|u) - h(\hat{y}|u, \mathcal{E})$$

$$= (1/2) \log \sigma^2_{\hat{y}|u} - (1/2) \log \det C_{\hat{y}|u, \mathcal{D}(\text{train})}$$

$$= (1/2) \log \sigma^2_{\hat{y}|u} - (1/2) \log \sigma^2_{\hat{y}|u, \mathcal{D}(\text{train})}. \quad (10.12)$$
Here, $\sigma^2_{\hat{y}|u}$ denotes the conditional variance of the prediction $\hat{y}$, conditioned on the user summary $u$. Similarly, $\sigma^2_{\hat{y}|u,E}$ denotes the conditional variance of $\hat{y}$, conditioned on the user summary $u$ and the subset $\{x_j\}_{j\in E}$ of features. The last step in (10.12) follows from the fact that $\hat{y}$ is a scalar random variable.

The first component of the final expression of (10.12) does not depend on the index set $E$ used to construct the explanation $e$ (see (10.10)). Therefore, the optimal choice for $E$ solves

$$\sup_{|E|\leq s} -(1/2) \log \sigma^2_{\hat{y}|u,E}. \quad (10.13)$$

The maximization (10.13) is equivalent to

$$\inf_{|E|\leq s} \sigma^2_{\hat{y}|u,E}. \quad (10.14)$$

In order to solve (10.14), we relate the conditional variance $\sigma^2_{\hat{y}|u,E}$ to a particular decomposition

$$\hat{y} = \eta u + \sum_{j\in E} \beta_j x_j + \varepsilon. \quad (10.15)$$

For an optimal choice of the coefficients $\eta$ and $\beta_j$, the variance of the error term in (10.15) is given by $\sigma^2_{\hat{y}|u,E}$. Indeed,

$$\min_{\eta,\beta_j \in \mathbb{R}} \mathbb{E}\{(\hat{y} - \eta u - \sum_{j\in E} \beta_j x_j)^2\} = \sigma^2_{\hat{y}|u,e}. \quad (10.16)$$

Inserting (10.29) into (10.14), an optimal choice $E$ (of feature) for the explanation of prediction $\hat{y}$ to user $u$ is obtained from

$$\inf_{|E|\leq s} \min_{\eta,\beta_j \in \mathbb{R}} \mathbb{E}\{(\hat{y} - \eta u - \sum_{j\in E} \beta_j x_j)^2\} \quad (10.17)$$

$$= \min_{||\beta||_0 \leq s} \mathbb{E}\{(\hat{y} - \eta u - \beta^T x)^2\}. \quad (10.18)$$

An optimal subset $E_{\text{opt}}$ of features defining the explanation $e$ (10.10) is obtained from any solution $\beta_{\text{opt}}$ of (10.18) via

$$E_{\text{opt}} = \text{supp} \beta_{\text{opt}}. \quad (10.19)$$

Section 10.1.2 uses the probabilistic model (10.8) to construct optimal explanations via the (support of the) solutions $\beta_{\text{opt}}$ of the sparse linear regression problem (10.18). To obtain
a practical algorithm for computing (approximately) optimal explanations (10.19), we approximate the expectation in (10.18) using an average over the training set \((x^{(i)}, \hat{y}^{(i)}, u^{(i)})\), for \(i = 1, \ldots, m\). This resulting method for computing personalized explanations is summarized in Algorithm 19.

**Algorithm 19** XML Algorithm

**Input:** explanation complexity \(s\), training set \((x^{(i)}, \hat{y}^{(i)}, u^{(i)})\) for \(i = 1, \ldots, m\)

1: compute \(\hat{\beta}\) by solving

\[
\hat{\beta} \in \arg\min_{\eta \in \mathbb{R}, \|\beta\|_0 \leq s} \sum_{i=1}^{m} (\hat{y}^{(i)} - \eta u^{(i)} - \beta^T x^{(i)})^2 \quad (10.20)
\]

**Output:** feature set \(\hat{\mathcal{E}} := \text{supp}\, \hat{\beta}\)

Algorithm 19 is interactive in the sense that the user has to provide a feedback signal \(u^{(i)}\) for the data points with features \(x^{(i)}\). Based on the user feedback \(u^{(i)}\), for \(i = 1, \ldots, m\), Algorithm 19 learns an optimal subset \(\mathcal{E}\) of features (10.10) that are used for the explanation of predictions.

The sparse regression problem (10.20) becomes intractable for large feature length \(n\). However, if the features are weakly correlated with each other and the user summary \(u\), the solutions of (10.20) can be found by efficient convex optimization methods. One popular method to (approximately) solve sparse regression (10.20) is the Lasso (see Section 3.4),

\[
\hat{\beta} \in \arg\min_{\eta \in \mathbb{R}, \beta \in \mathbb{R}^n} (1/m) \sum_{i=1}^{m} (\hat{y}^{(i)} - \eta u^{(i)} - \beta^T x^{(i)})^2 + \lambda \|\beta\|_1. \quad (10.21)
\]

There is large body of work that studies the choice of Lasso parameter \(\lambda\) in (10.21) such that solutions (10.21) coincide with the solutions of (10.20) (see [58, 143] and references therein). The proper choice for \(\lambda\) typically requires knowledge of statistical properties of data. If such a probabilistic model is not available, the choice of \(\lambda\) can be guided by simple validation techniques (see Section 6.2).

### 10.2 Explainable Empirical Risk Minimization

Section 7.1 discussed SRM (7.1) as a method for pruning the hypothesis space \(\mathcal{H}\) used in ERM (4.3). This pruning is implemented either via a (hard) constraint as in (7.1) or by
adding a regularization term to the training error as in (7.2). The idea of SRM is to avoid (prune away) hypothesis maps that perform good on the training set but poorly outside, i.e., they do not generalize well. Here, we will use another criterion for steering the pruning and construction of regularization terms. In particular, we use the (intrinsic) explainability of a hypotheses map as a regularization term.

To make the notion of explainability precise we use again the probabilistic model of Section 10.1.1. We interpret data points as realizations of iid RVs with common (joint) probability distribution \( p(x, y) \) of features \( x \) and label \( y \). A quantitative measure the intrinsic explainability of a hypothesis \( h \in \mathcal{H} \) is the conditional (differential) entropy \[ H(\hat{y}|u) := -\mathbb{E}\left\{ \log p(\hat{y}|u) \right\}. \] (10.22)
The conditional entropy (10.22) indicates the uncertainty about the prediction \( \hat{y} \), given the user summary \( \hat{u} = u(x) \). Smaller values \( H(\hat{y}; u) \) correspond to smaller levels of uncertainty in the predictions \( \hat{y} \) that is experienced by user \( u \).

We obtain EERM by requiring a sufficiently small conditional entropy (10.22) of a hypothesis,

\[ \hat{h} = \arg\min_{h \in \mathcal{H}} \hat{L}(h) \quad \text{s.t.} \quad H(\hat{y}|\hat{u}) \leq \eta. \] (10.23)
The random variable \( \hat{y} = h(x) \) in the constraint of (10.23) is obtained by applying the predictor map \( h \in \mathcal{H} \) to the features. The constraint \( H(\hat{y}|\hat{u}) \leq \eta \) in (10.23) enforces the learnt hypothesis \( \hat{h} \) to be sufficiently explainable in the sense that the conditional entropy \( H(\hat{h}|\hat{u}) \leq \eta \) does not exceed a prescribed level \( \eta \).

Let us now consider the special case of EERM (10.23) for the linear hypothesis space

\[ h(w)(x) := w^T x \] with some parameter vector \( w \in \mathbb{R}^n \). (10.24)

Moreover, we assume that the features \( x \) of a data point and its user summary \( u \) are jointly Gaussian with mean zero and covariance matrix \( C \),

\[ (x^T, \hat{u})^T \sim \mathcal{N}(0, C). \] (10.25)

Under the assumptions (10.24) and (10.25) (see [27 Ch. 8]),

\[ H(\hat{u}|\hat{y}) = (1/2) \log \sigma^2_{\hat{y}|\hat{u}}. \] (10.26)
Here, we used the conditional variance $\sigma^2_{\hat{y}|\hat{u}}$ of $\hat{y}$ given the random user summary $u = u(x)$. Inserting (10.26) into the generic form of EERM (10.23),

$$\hat{h} \in \arg\min_{h \in \mathcal{H}} \hat{L}(h) \quad \text{s.t.} \quad \log \sigma^2_{\hat{y}|\hat{u}} \leq \eta.$$  

(10.27)

By the monotonicity of the logarithm, (10.27) is equivalent to

$$\hat{h} \in \arg\min_{h \in \mathcal{H}} \hat{L}(h) \quad \text{s.t.} \quad \sigma^2_{\hat{y}|\hat{u}} \leq e^{(\eta)}.$$  

(10.28)

To further develop (10.29), we use the identity

$$\min_{\eta \in \mathbb{R}} \mathbb{E}\{(\hat{y} - \eta \hat{u})^2\} = \sigma^2_{\hat{y}|\hat{u}}.$$  

(10.29)

The identity (10.29) relates the conditional variance $\sigma^2_{\hat{y}|\hat{u}}$ to the minimum mean squared error that can be achieved by estimating $\hat{y}$ using a linear estimator $\eta \hat{u}$ with some $\eta \in \mathbb{R}$. Inserting (10.29) and (10.24) into (10.28),

$$\hat{h} \in \arg\min_{w \in \mathbb{R}^n, \eta \in \mathbb{R}} \hat{L}(h(w)) \quad \text{s.t.} \quad \mathbb{E}\{(w^T x - \eta \hat{u})^2\} \leq e^{(\eta)}.$$  

(10.30)

The inequality constraint in (10.30) is convex [14, Ch. 4.2]. For squared error loss, the objective function $\hat{L}(h(w))$ is also convex. Thus, for linear least squares regression, we can reformulate (10.30) as an equivalent (dual) unconstrained problem [14, Ch. 5]

$$\hat{h} \in \arg\min_{w \in \mathbb{R}^n, \eta \in \mathbb{R}} \mathcal{E}(h(w)) + \lambda \mathbb{E}\{(w^T x - \eta \hat{u})^2\}.$$  

(10.31)

By convex duality, for a given threshold $e^{(\eta)}$ in (10.30), we can find a value for $\lambda$ in (10.31) such that (10.30) and (10.31) have the same solutions [14, Ch. 5]. Algorithm 20 below is obtained from (10.31) by approximating the expectation $\mathbb{E}\{(w^T x - \eta \hat{u})^2\}$ with an average over the data points $(x(i), \hat{y}(i), \hat{u}(i))$ for $i = 1, \ldots, m$.

### 10.3 Exercises

**Exercise 10.1. Convexity of Explainable Linear regression** Rewrite the optimization problem (10.32) as an equivalent quadratic optimization problem $\min_{v \in \mathbb{R}^n} v^T Q v + v^T q$.
Algorithm 20 Explainable Linear Least Squares Regression

Input: explainability parameter $\lambda$, training set $(x^{(i)}, \hat{y}^{(i)}, \hat{u}^{(i)})$ for $i = 1, \ldots, m$

1: solve

$$\hat{w} \in \text{argmin}_{\eta \in \mathbb{R}, w \in \mathbb{R}^n} \frac{1}{m} \sum_{i=1}^{m} \left( \hat{y}^{(i)} - w^T x^{(i)} \right)^2 + \lambda \left( w^T x^{(i)} - \eta \hat{u}^{(i)} \right)^2$$

Output: weights $\hat{w}$ of explainable linear hypothesis

Identify the matrix $Q \in \mathbb{R}^{n \times n}$ and the vector $q \in \mathbb{R}^n$. 
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**Glossary**

**k-fold cross-validation** (*k*-fold CV) *k*-fold cross-validation is a method for learning and validating a hypothesis using a given dataset. This method first divides the dataset evenly into *k* subsets or “folds” and then executes *k* repetitions of training and validation. Each repetition uses a different fold as the validation set and the remaining *k* − 1 folds as a training set. The final output is the average of the validation errors obtained from the *k* repetitions. 159–162

**k-means** The *k*-means algorithm is a hard clustering method. It aims at assigning data points to clusters such that they have minimum average distance from the cluster centre. 14, 202, 203, 206, 207, 210, 217–220, 222, 256, 258

**accuracy** Consider data points characterized by features *x* and a categorical label *y* which takes on values from a finite label space. The accuracy of a hypothesis *h*, when applied to the data points in a finite dataset \( D = \{(x^{(1)}, y^{(1)}), \ldots, (x^{(m)}, y^{(m)})\} \) is the defined as \( 1 - (1/m) \sum_{i=1}^{m} L((x^{(i)}, y^{(i)}), h) \) with the 0/1 loss (2.9) 63, 79, 80, 107

**activation function** Each artificial neuron within an ANN consists of an activation function that maps the inputs of the neuron to a single output value. In general, an activation function is a non-linear map of the weighted sum of neuron inputs (this weighted sum is the activation of the neuron). 10, 100, 101, 107, 108, 269

**artificial intelligence** Artificial intelligence aims at developing systems that behave rational in the sense of maximizing a long-term reward. 26–29, 31

**artificial neural network** An artificial neural network is a graphical (signal-flow) representation of a map from features of a data point at its input to a predicted label at its output. 10, 11, 26, 34, 50, 53–55, 74, 81, 100–102, 107, 108, 114, 115, 135, 152, 176, 177, 183, 187, 243, 254, 258, 259, 262, 268, 269
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**bagging** bagging (or “bootstrap aggregation”) is a generic technique to improve (the robustness of) a given ML method. The idea is to use the bootstrap to generate perturbed copy of a given training set and then apply the original ML method to learn a separate hypothesis for each perturbed copy of the training set. The resulting set of hypotheses is then used to predict the label of a data point by combining or aggregating the individual predictions of each individual hypothesis. For hypotheses that deliver numeric label values (regression methods) this aggregation could be implemented by computing the average of individual predictions. 187

**baseline** A reference value or benchmark for the average loss incurred by a hypothesis when applied to the data points generated in a specific ML application. Such a reference value might be obtained from human performance (e.g., error rate of dermatologists diagnosing cancer from visual inspection of skin areas) or other ML methods (“competitors”) 111, 151, 153, 175, 176

**Bayes estimator** A hypothesis whose Bayes risk is minimal 84. 67, 68, 70, 95, 104, 109, 111–114, 122, 124, 125, 175, 179, 255

**Bayes risk** We use the term Bayes risk as a synonym for the risk or expected loss of a hypothesis. Some authors reserve the term Bayes risk for the risk of a hypothesis that achieves minimum risk, such a hypothesis being referred to as a Bayes estimator 84. 66, 67, 70, 111, 151, 153, 175, 255, 260

**bias** Consider some unknown quantity \( \hat{w} \), e.g., the true weight in a linear model \( y = \hat{w}x + e \) relating feature and label of a data point. We might use an ML method (e.g., based on ERM) to compute an estimate \( \hat{w} \) for the \( \hat{w} \) based on a set of data points that are realizations of RVs. The (squared) bias incurred by the estimate \( \hat{w} \) is typically defined as \( B^2 := (E\{\hat{w}\} - \hat{w})^2 \). We extend this definition to vector-valued quantities using the squared Euclidean norm \( B^2 := \|E\{\hat{w}\} - \hat{w}\|^2 \). 10, 170–173, 192, 193

**bootstrap** Consider a probabilistic model that interprets a given set of data points \( D = \{z^{(1)}, \ldots, z^{(m)}\} \) as realizations of iid RVs with a common probability distribution \( p(z) \). The bootstrap uses the histogram of \( D \) as the underlying probability distribution \( p(z) \). 153, 174

**classification** Classification is the task of determining a discrete-valued label \( y \) of a data point based solely on its features \( x \). The label \( y \) belongs to a finite set, such as
\( y \in \{-1, 1\} \), or \( y \in \{1, \ldots, 19\} \) and represents a category to which the corresponding data point belongs to. 44, 59, 64, 65, 80, 201

classifier A classifier is a hypothesis (map) \( h(x) \) that is used to predict a discrete-valued label. Strictly speaking, a classifier is a hypothesis \( h(x) \) that can take only a finite number of different values. However, we are sometimes sloppy and use the term classifier also for a hypothesis that delivers a real number which is quantized (compared against a threshold) to obtain the predicted label value. For example, in a binary classification problem with label values \( y \in \{-1, 1\} \), we refer to a linear hypothesis \( h(x) = w^T x \) as classifier if it is used to predict the label value according to \( \hat{y} = 1 \) when \( h(x) \geq 0 \) and \( \hat{y} = -1 \) otherwise. 49, 80, 95

cluster A cluster is a subset of data points that are more similar to each other than to the data points outside the cluster. The notion and measure of similarity between data points is a design choice. If data points are characterized by numeric Euclidean feature vectors it might be reasonable to define similarity between two data points using the (inverse of the) Euclidean distance between the corresponding feature vectors 30, 31, 34, 40, 201, 202, 209, 212, 258, 271

clustering Clustering means to decompose a given set of data points into few subsets, which are referred to as clusters, that consist of similar data points. Different clustering methods use different measures for the similarity between data points and different representation of clusters. The clustering method k-means uses the average feature vector (“cluster means”) of a cluster as its representative (see Section 8.1). A popular soft clustering method based on GMM represents a cluster by a Gaussian (multivariate normal) probability distribution (see Section 8.2). 30, 32, 34, 54, 201, 219, 221

condition number The condition number \( \kappa(Q) \) of a psd matrix \( Q \) is the ratio of the largest to the smallest eigenvalue of \( Q \). 119, 140, 143, 149, 194

confusion matrix Consider data points characterized by features \( x \) and label \( y \) having value \( c \in \{1, \ldots, k\} \). The confusion matrix is \( k \times k \) matrix with rows representing different values \( c \) of the true label of a data point. The columns of a confusion matrix correspond to different values \( c' \) delivered by a hypothesis \( h(x) \). The \((c, c')\)-th entry of the confusion matrix is the fraction of data points with label \( y = c \) and predicted label \( \hat{y} = c' \). 68, 69
**convex** A set $C$ in $\mathbb{R}^n$ is convex if it contains the line segment between any two points of that set. A function is called convex if its epigraph is a convex set [14]. 64, 94, 107, 115, 116, 134, 136, 138, 198

**data** A set of data points. 33, 35, 95, 105, 114, 173, 269

**data augmentation** Data augmentation methods add synthetic data points to an existing set of data points. These synthetic data points might be obtained by perturbations (adding noise) or transformations (rotations of images) of the original data points. 42, 162, 177, 181, 188, 190, 195

**data point** A data point is any object that conveys information [27]. Data points might be students, radio signals, trees, forests, images, RVs, real numbers or proteins. We characterize data points using two types of properties. One type of property is referred to as a feature. Features are properties of a data point that can be measured or computed in an automated fashion. Another type of property is referred to as a label. The label of a data point represents a higher-level facts or quantities of interest. In contrast to features, determining the label of a data point typically requires human experts (domain experts). Roughly speaking, ML aims at predicting the label of a data point based solely on its features. 2, 3, 5, 7–11, 17, 20–26, 28–32, 34–51, 53–73, 76–80, 82–97, 101–115, 118, 119, 122, 123, 125–130, 133, 137, 138, 140–142, 144–146, 148, 149, 151–155, 157–164, 166–178, 180–184, 186–191, 194–196, 198–203, 206–208, 212–231, 233–240, 242–248, 250–252, 254–268, 270–273

**dataset** With a slight abuse of notation we use the terms “dataset“ or “set of data points” to refer to an indexed list of data points $z^{(1)}, \ldots, z$. Thus, there is a first data point $z^{(1)}$, a second data point $z^{(2)}$ and so on. Strictly speaking a dataset is a list and not a set [56]. By using indexed lists of data points we avoid some of the challenges arising in concept of an abstract set. 8, 9, 38, 40, 43, 57, 73, 76, 79, 107, 174, 201, 208, 214, 231, 235, 254, 264

**decision region** Consider a hypothesis map $h$ that reads in a feature vector $x \in \mathbb{R}^n$ and delivers a value from a finite set $\mathcal{Y}$. The decision boundary induced by $h$ is the set of vectors $x \in \mathbb{R}^n$ that lie between different decision regions. More precisely, a vector $x$ belongs to the decision boundary if and only if each neighbourhood $\{x' : \|x - x'\| \leq \varepsilon\}$, for any $\varepsilon > 0$, contains at least two vectors with different function values. 53, 54, 93, 94
**decision region** Consider a hypothesis map $h$ that can only take values from a finite set $\mathcal{Y}$. We refer to the set of features $x \in \mathcal{X}$ that result in the same output $h(x) = a$ as a decision region of the hypothesis $h$. 49, 53, 97, 98, 257

**decision tree** A decision tree is a flow-chart like representation of a hypothesis map $h$. More formally, a decision tree is a directed graph which reads in the feature vector $x$ of a data point at its root node. The root node then forwards the data point to one of its children nodes based on some elementary test on the features $x$. If the receiving children node is not a leaf node, i.e., it has itself children nodes, it represents another test. Based on the test result, the data point is further pushed to one of its neighbours. This testing and forwarding of the data point is repeated until the data point ends up in a leaf node (having no children nodes). The leaf nodes represent sets (decision regions) constituted by feature vectors $x$ that are mapped to the same function value $h(x)$. 11, 97–99, 112, 115, 120–122, 176, 177, 187, 243, 269

**deep net** We refer to an ANN with a (relatively) large number of hidden layers as a deep ANN or “deep net”. Deep nets are used to represent the hypothesis spaces of deep learning methods [48]. 102, 105, 131, 177

**degree of belonging** A number that indicates the extend by which a data point belongs to a cluster. The degree of belonging can be interpreted as a soft cluster assignment. Soft clustering methods typically represent the degree of belonging by a real number in the interval $[0, 1]$. The boundary values 0 and 1 correspond to hard cluster assignments. 201, 202, 212, 214, 218, 221, 271

**density-based spatial clustering of applications with noise (DBSCAN)** A clustering algorithm for data points that are characterized by numeric feature vectors. Similar to $k$-means and soft clustering via GMM also DBSCAN uses the Euclidean distances between feature vectors to determine the clusters. However, in contrast to these other clustering methods, DBSCAN uses a different notion of similarity between data points. In particular, DBSCAN considers two data points as similar if they are “connected” via a sequence (path) of close-by intermediate data points. Thus, DBSCAN might consider two data points as similar (and therefore belonging to the same cluster) even if their feature vectors have a large Euclidean distance. 219–221

**differentiable** A function $f : \mathbb{R}^n \to \mathbb{R}$ is differentiable if it has a gradient $\nabla f(x)$ everywhere (for every $x \in \mathbb{R}^n$). 94, 132
**effective dimension** The effective dimension $d_{\text{eff}} (\mathcal{H})$ of an infinite hypothesis space $\mathcal{H}$ is a measure of its size. Loosely speaking, the effective dimension is equal to the number of “independent” tunable parameters of the model. These parameters might be the coefficients used in a linear map or the weights and bias terms of an ANN. 56, 57, 108, 152, 168, 174, 176, 182, 183, 188, 189, 262

**eigenvalue** We refer to a number $\lambda \in \mathbb{R}$ as eigenvalue of a square matrix $A \in \mathbb{R}^{n \times n}$ if there is a non-zero vector $x \in \mathbb{R}^n \setminus \{0\}$ such that $Ax = \lambda x$. 136, 137, 140, 143, 227, 228, 234, 235, 240, 259

**eigenvalue decomposition** The task of computing the eigenvalues and corresponding eigenvectors of a matrix. 227, 228, 235–240

**eigenvector** An eigenvector of a matrix $A$ is a non-zero vector $x \in \mathbb{R}^n \setminus \{0\}$ such that $Ax = \lambda x$ with some eigenvalue $\lambda$. 219, 227, 228, 234–236, 238, 240

**empirical risk** The empirical risk of a given hypothesis on a given set of data points is the average loss of the hypothesis computed over all data points in that set. 10, 67, 68, 76, 90, 110, 111, 113, 115, 118, 120, 122, 126, 144, 156, 195, 198, 201, 207, 208, 217, 236, 253, 272


**estimation error** Consider data points with feature vectors $x$ and label $y$. In some applications we can model the relation between features and label of a data point as $y = \bar{h}(x) + \varepsilon$. Here we used some true hypothesis $\bar{h}$ and a noise term $\varepsilon$ which might represent modelling or labelling errors. The estimation error incurred by a ML method that learns a hypothesis $\hat{h}$, e.g., using ERM, is defined as $\hat{h} - \bar{h}$. For a parametrized hypothesis space, consisting of hypothesis maps that are determined by a parameter vector $w$, we define the estimation error in terms of parameter vectors as $\Delta w = \hat{w} - \bar{w}$. first 169, 170, 266, 267
**Euclidean space** The Euclidean space $\mathbb{R}^n$ of dimension $n$ refers to the space of all vectors $\mathbf{x} = (x_1, \ldots, x_n)$, with real-valued entries $x_1, \ldots, x_n \in \mathbb{R}$, whose geometry is defined by the inner product $\mathbf{x}^T \mathbf{x}' = \sum_{j=1}^{n} x_j x'_j$ between any two vectors $\mathbf{x}, \mathbf{x}' \in \mathbb{R}^n$ [118]. 20, 21, 41, 43, 89, 96, 103, 201, 230, 261, 269

**expectation maximization** Expectation maximization is a generic technique for estimating the parameters of a probabilistic model (a parametrized probability distribution) $p(\mathbf{z}; \mathbf{w})$ from data [12, 57, 152]. Expectation maximization delivers an approximation to the maximum likelihood estimate for the model parameters $\mathbf{w}$. 215, 232, 268

**expert** ML aims at learning a hypothesis $h$ that accurately predicts the label of a data point based on its features. We measure the prediction error using some loss function. Ideally we want to find a hypothesis that incurs minimum loss. One approach to make this goal precise is to use the i.i.d. assumption and use the resulting Bayes risk as the benchmark level for the (average) loss of a hypothesis. Alternatively we might know a reference or benchmark hypothesis $h'$ which might be obtained by some existing ML method. We can then compare the loss incurred by $h$ with the loss incurred by $h'$. Such a reference or baseline hypothesis $h'$ is referred to as an expert. Note that an expert might deliver very poor predictions. We typically compare against many different experts and aim at incurring not much more loss than the best among those experts (this is known as regret minimization) [20, 59]. first 69, 70, 260, 270

**explainability** We use the term explainability in a highly informal fashion as a measure for the predictability of a ML method (output). A ML method is perfectly explained to a user if she can, upon receiving this explanation, perfectly anticipate the behaviour of the ML method. 34, 242–244, 251, 253

**explainable empirical risk minimization** An instance of structural risk minimization that adds a regularization term to the training error in ERM. The regularization term is chosen to favour hypotheses that are intrinsically explainable for a user. 243, 244, 251, 252

**explainable machine learning** Explainable ML methods aim at complementing predictions with explanations for how the prediction has been obtained. 3, 23, 34, 242, 243, 245–247

**feature map** A map that transforms the original features of a data point into new features.
The so-obtained new features might be preferable over the original features for several reasons. For example, the shape of datasets might become simpler in the new feature space, allowing to use linear models in the new features. Another reason could be that the number of new features is much smaller which is preferable in terms of avoiding overfitting. If the feature map delivers two new features, we can depict data points in a scatterplot. 54, 55, 84, 88, 155, 240

**feature space** The feature space of a given ML application or method is constituted by all potential values that the feature vector of a data point can take on. Within this book the most frequently used choice for the feature space is the Euclidean space $\mathbb{R}^n$ with dimension $n$ being the number of individual features of a data point. 41–43, 55, 94, 98, 103, 263

**features** Features are those properties of a data point that can be measured or computed in an automated fashion. For example, if a data point is a bitmap image, then we could use the red-green-blue intensities of its pixels as features. Some widely used synonyms for the term feature are “covariate”, “explanatory variable”, “independent variable”, “input (variable)”, “predictor (variable)” or “regressor” [52, 30, 38]. However, this book makes consequent use of the term features for low-level properties of data points that can be measured easily. 8, 35, 37, 38, 43, 55, 61, 82, 87, 90, 95, 96, 101, 129, 140, 222, 257, 260, 261, 265

**federated learning (FL)** Federated learning is an umbrella term for ML methods that train models in a collaborative fashion using decentralized data and computation. 25, 114

**Finnish Meteorological Institute** The Finnish Meteorological Institute is a government agency responsible for gathering and reporting weather data in Finland. 16, 17, 25, 73, 126

**Gaussian mixture model** Gaussian mixture models (GMM) are a family of probabilistic models for data points. Within a GMM, the feature vector $\mathbf{x}$ of a data point is interpreted as being drawn from one out of $k$ different multivariate normal (Gaussian) distributions indexed by $c = 1, \ldots, k$. The probability that the feature vector $\mathbf{x}$ is drawn from the $c$-th Gaussian distribution is denoted $p_c$. The GMM is parametrized by the probability $p_c$ of $\mathbf{x}$ being drawn from the $c$-th Gaussian distribution as well as
the mean vectors \( \mu^{(c)} \) and covariance matrices \( \Sigma^{(c)} \) for \( c = 1, \ldots, k \). 123, 213–220, 256, 258

**gradient** For a real-valued function \( f : \mathbb{R}^n \rightarrow \mathbb{R} : w \mapsto f(w) \), a vector \( a \) such that \( \lim_{w \to w'} \frac{f(w) - f(w') + a^T (w - w')}{\|w - w'\|} = 0 \) is referred to as the gradient of \( f \) at \( w' \). If such a vector exists it is denoted \( \nabla f(w') \) or \( \nabla f(w)|_{w'} \). 11, 33, 53, 65, 131, 132, 134, 138, 141, 144, 147, 148, 258, 271

**gradient descent (GD)** Gradient descent is an iterative method for finding the minimum of a differentiable function \( f(w) \). 64, 65, 119, 120, 131, 133–150, 176, 177, 186, 194–196, 264, 265, 271, 272

**gradient-based method** Gradient-based methods are iterative algorithms for finding the minimum (or maximum) of a differentiable objective function of a parameter vector. These algorithms construct a sequence of approximations to an optimal parameter vector whose function value is minimal (or maximal). As their name indicates, gradient-based methods use the gradients of the objective function evaluated during previous iterations to construct a new (hopefully) improved approximation of an optimal parameter vector. 3, 9, 33, 58, 59, 64, 94, 95, 112, 115, 116, 122, 131, 132, 134, 135, 147, 148, 176, 177, 271

**hard clustering** Hard clustering refers to the task of partitioning a given set of data points into (few) non-overlapping clusters. Each data point is assigned to one specific cluster. 201–203, 212, 217, 222

**high-dimensional regime** A ML method or problem belongs to the high-dimensional regime if the effective dimension of the model is larger than the number of available (labeled) data points. For example, linear regression belongs to the high-dimensional regime whenever the number \( n \) of features used to characterize data points is larger than the number of data points in the training set. Another example for the high-dimensional regime are deep learning methods that use a hypothesis space generated by a ANN with much more tunable weights than the number of data points in the training set. The recent field of high-dimensional statistics uses probability theory to analyze ML methods in the high-dimensional regime [150 17]. 87, 152, 169

**Hilbert space** A Hilbert space is a linear vector space that is equipped with an inner product between pairs of vectors. One important example for a Hilbert space is the
Euclidean spaces $\mathbb{R}^n$, for some dimension $n$, which consists of Euclidean vectors $\mathbf{u} = (u_1, \ldots, u_n)^T$ along with the inner product $\mathbf{u}^T \mathbf{v}$.

**hinge loss** Consider a data point that is characterized by a feature vector $\mathbf{x} \in \mathbb{R}^n$ and a binary label $y \in \{-1, 1\}$. The hinge loss incurred by a specific hypothesis $h$ is defined as (2.11). A regularized variant of the hinge loss is used by the SVM to learn a linear classifier with maximum margin between the two classes (see Figure 3.6). 64, 65, 93, 94, 165, 272

**histogram** Consider a dataset $\mathcal{D}$ consisting of data points $\mathbf{z}^{(1)}, \ldots, \mathbf{z}^{(m)}$ that belong to some box in $\mathbb{R}^n$. We partition this hyper-rectangle evenly into small elementary boxes. The histogram of $\mathcal{D}$ is the assignment of each elementary box to the corresponding fractions of data points in $\mathcal{D}$ that belong to this elementary box. 174, 175

**Huber loss** The Huber loss is a mixture of the squared error loss and the absolute value of the prediction error. 85, 86

**hypothesis** A map (or function) $h : \mathcal{X} \rightarrow \mathcal{Y}$ from the feature space $\mathcal{X}$ to the label space $\mathcal{Y}$. Given a data point with features $\mathbf{x}$ we use a hypothesis map $h$ to estimate (or approximate) the label $y$ using the predicted label $\hat{y} = h(\mathbf{x})$. ML is about learning (or finding) a hypothesis map $h$ such that $y \approx h(\mathbf{x})$ for any data point. 18, 19, 31, 48, 49, 80, 87, 90, 93, 94, 98, 107, 128, 138, 152, 167, 177, 181, 183, 184, 197, 201, 254, 256, 266, 268

**hypothesis space** Every practical ML method uses a specific hypothesis space (or model) $\mathcal{H}$. The hypothesis space of a ML method is a subset of all possible maps from the feature space to label space. The design choice of the hypothesis space should take into account available computational resources and statistical aspects. If the computational infrastructure allows for efficient matrix operations and we expect a linear relation between feature values and label, a reasonable first candidate for the hypothesis space is the space of linear maps (2.4). 2, 3, 12, 17, 18, 20, 31, 35, 36, 49–58, 66, 71, 74, 76–79, 82, 84, 88, 89, 92, 94–96, 98–106, 108, 110, 111, 113, 115, 116, 120, 127, 131, 135, 151–153, 157, 160, 162, 163, 168, 172, 174–176, 180, 181, 183–186, 188–191, 197, 198, 226, 243, 244, 246, 250, 251, 258, 259, 267, 272, 273

**i.i.d.** It can be useful to interpret data points $\mathbf{z}^{(1)}, \ldots, \mathbf{z}^{(m)}$ as realizations of independent and identically distributed RVs with a common probability distribution. If these RVs
are continuous, their joint pdf is \( p(z^{(1)}, \ldots, z^{(m)}) = \prod_{i=1}^{m} p(z^{(i)}) \) with \( p(z) \) being the common marginal pdf of the underlying RVs. 25, 26, 47, 48, 56, 63, 66, 67, 87, 91, 95, 102, 103, 111, 112, 114, 122, 123, 129, 140, 145, 148, 154, 157, 159, 167–170, 172–175, 177, 178, 188, 189, 192, 206, 213–215, 217, 232, 239, 246, 251, 255, 264, 266–268, 270

**i.i.d. assumption** The i.i.d. assumption interprets data points of a dataset as the realizations of iid RVs. 47, 48, 56, 111, 112, 114, 128, 157, 159, 167, 175, 177, 260, 268, 270

**label** A higher level fact or quantity of interest associated with a data point. If a data point is an image, its label might be the fact that it shows a cat (or not). Some widely used synonyms for the term label are ”response variable”, ”output variable” or ”target” 35, 37, 43, 45, 49, 51, 55, 58, 61, 82, 87, 90, 95, 129, 257, 265

**label space** Consider a ML application that involves data points characterized by features and labels. The label space of a given ML application or method is constituted by all potential values that the label of a data point can take on. A popular choice for the label space in regression problems (or methods) is \( \mathcal{Y} = \mathbb{R} \). Binary classification problems (or methods) use a label space that consists of two different elements, e.g., \( \mathcal{Y} = \{-1, 1\}, \mathcal{Y} = \{0, 1\} \) or \( \mathcal{Y} = \{\text{”cat image"}, \text{”no cat image"}\} \) 35, 43–45, 49, 53–55, 61, 63, 74, 80, 83, 89, 92, 97, 103, 120, 236, 254, 263

**Laplacian matrix** The geometry or structure of a similarity graph \( G \) can be analyzed using the properties of special matrices that are associated with \( G \). One such matrix is the graph Laplacian matrix \( L \) whose entries are defined in \((9.13)\). 233–235

**law of large numbers** The law of large numbers refers to the convergence of the average of an increasing (large) number of iid RVs to the mean (or expectation) of their common probability distribution. Different instances of the law of large numbers are obtained using different notions of convergence. 63, 68, 111, 113, 177, 189, 190

**learning rate** Consider an iterative method for finding or learning a good choice for a hypothesis. Such an iterative method repeats similar computational (update) steps that adjust or modify the current choice for the hypothesis to obtain an improved hypothesis. A prime example for such an iterative learning method is GD and its variants (see \([5]\). We refer by learning rate to any parameter of an iterative learning method that controls the extent by which the current hypothesis might be modified.
or improved in each iteration. A prime example for such a parameter is the step size used in GD. Within this book we use the term learning rate mostly as a synonym for the step size of (a variant of) GD.

**learning task** A learning task consists of a specific choice for a collection of data points (e.g., all images stored in a particular database), their features and labels.

**least absolute deviation regression** Least absolute deviation regression uses the average of the absolute precondition errors to find a linear hypothesis.

**least absolute shrinkage and selection operator (Lasso)** The least absolute shrinkage and selection operator (Lasso) is an instance of SRM for learning the weights \( w \) of a linear map \( h(x) = w^T x \). The Lasso minimizes the sum consisting of an average squared error loss (as in linear regression) and the scaled \( \ell_1 \) norm of the weight vector \( w \).

**linear classifier** A classifier \( h(x) \) maps the feature vector \( x \in \mathbb{R}^n \) of a data point to a predicted label \( \hat{y} \in \mathcal{Y} \) out of a finite set of label values \( \mathcal{Y} \). We can characterize such a classifier equivalently by the decision regions \( \mathcal{R}_a \), for every possible label value \( a \in \mathcal{Y} \). Linear classifiers are such that the boundaries between the regions \( \mathcal{R}_a \) are hyperplanes in \( \mathbb{R}^n \).

**linear regression** Linear regression aims at learning a linear hypothesis map to predict a numeric label based on numeric features of a data point. The quality of a linear hypothesis map is typically measured using the average squared error loss incurred on a set of labeled data points (the training set).

**logistic loss** Consider a data point that is characterized by the features \( x \) and a binary label \( y \in \{-1, 1\} \). We use a hypothesis \( h \) to predict the label \( y \) solely from the features \( x \). The logistic loss incurred by a specific hypothesis \( h \) is defined as \((2.12)\). Logistic regression aims at learning a linear hypothesis map to predict a binary label based on numeric features of a data point. The quality of a linear
hypothesis map (classifier) is measured using its average logistic loss on some labeled data points (the training set). 45, 53, 64, 89, 90, 92, 94–96, 99, 100, 104, 105, 107, 108, 120, 124, 125, 131, 132, 134, 137, 141, 142, 149, 163, 165

**loss** With a slight abuse of language, we use the term loss either for loss function itself or for its value for a specific pair of data point and hypothesis. 2, 10, 19, 22, 32, 33, 35, 58–60, 64, 65, 78, 79, 82, 87, 93, 95, 111, 115, 127, 128, 130, 132, 138, 151–153, 157, 162, 167, 177, 181, 184, 254, 255, 270

**loss function** A loss function is a map

\[ L : \mathcal{X} \times \mathcal{Y} \times \mathcal{H} \rightarrow \mathbb{R}_+ : ((x, y), h) \mapsto L((x, y), h) \]

which assigns a pair consisting of a data point, with features \( x \) and label \( y \), and a hypothesis \( h \in \mathcal{H} \) the non-negative real number \( L((x, y), h) \). The loss value \( L((x, y), h) \) quantifies the discrepancy between the true label \( y \) and the predicted label \( h(x) \). Smaller (closer to zero) values \( L((x, y), h) \) mean a smaller discrepancy between predicted label and true label of a data point. Figure 2.12 depicts a loss function for a given data point, with features \( x \) and label \( y \), as a function of the hypothesis \( h \in \mathcal{H} \). 2, 3, 18–20, 25, 30–33, 35, 36, 45, 53, 57–61, 63–65, 68, 78, 81, 82, 85, 92–96, 102, 105, 111, 113, 115, 116, 127, 128, 132, 133, 151, 152, 162, 164, 165, 175, 182, 197, 231, 260, 266, 267, 270

**maximum** Given a set of real numbers, the maximum is the largest of those numbers. 74

**maximum likelihood** Consider data points \( \mathcal{D} = \{z^{(1)}, \ldots, z^{(m)}\} \) that are interpreted as realizations of iid RVs with a common probability distribution \( p(z; w) \) which depends on a parameter vector \( w \in \mathcal{W} \subseteq \mathbb{R}^n \). Maximum likelihood methods aim at finding a parameter vector \( w \) such that the probability (density) \( p(\mathcal{D}; w) = \prod_{i=1}^{m} p(z^{(i)}; w) \) of observing the data is maximized. Thus, the maximum likelihood estimator is obtained as a solution to the optimization problem \( \max_{w \in \mathcal{W}} p(\mathcal{D}; w) \). 48, 59, 91, 92, 102, 103, 123, 215, 260

**mean** The expectation of a real-valued random variable. 47

**mean squared estimation error** Consider a ML method that uses a parametrized hypothesis space. For a given training set, whose data points are interpreted as realizations of RVs, the ML method learns the parameters incurring the estimation error
$\Delta \mathbf{w}$. The mean squared estimation error is defined as the expectation $\mathbb{E}\{\|\Delta \mathbf{w}\|^2\}$ of the squared Euclidean norm of the estimation error. 170, 172

**metric** A metric refers to a loss function that is used solely for the final performance evaluation of a learnt hypothesis. The metric is typically a loss function that has a “natural” interpretation (such as the 0/1 loss (2.9)) but is not a good choice to guide the learning process, e.g., via ERM. For ERM, we typically prefer loss functions that depend smoothly on the (parameters of the) hypothesis. Examples for such smooth loss functions include the squared error loss (2.8) and the logistic loss (2.12). 59, 60

**minimum** Given a set of real numbers, the minimum is the smallest of those numbers. 74

**missing data** By missing data, we refer to a situation where some feature values of a subset of data points are unknown. Data imputation techniques aim at estimating (predicting) these missing feature values [1]. 38

**model** We use the term model as a synonym for hypothesis space 2, 18, 33, 35, 45, 49, 81, 82, 151–153, 162, 262, 263, 268, 273

**multi-label classification** Multi-label classification problems and methods involve data points that are characterized by several individual labels. 43, 45, 76, 182

**nearest neighbour** Nearest neighbour methods learn a hypothesis $h : \mathcal{X} \rightarrow \mathcal{Y}$ whose function value $h(\mathbf{x})$ is solely determined by the nearest neighbours in the feature space $\mathcal{X}$ 103–105, 108, 109

**non i.i.d. data** A dataset that cannot be well modelled as realizations of iid RVs. 267

**non-i.i.d.** See non-i.i.d. data. 114

**non-smooth** We refer to a function as non-smooth if it is not smooth [101]. 59, 116

**objective function** An objective function is a map that assigns each possible value of an optimization variable, such as the parameters $\mathbf{w}$ of a hypothesis $h^{(w)}$, to an objective value $f(\mathbf{w})$. The objective value $f(\mathbf{w})$ could by the the risk (4.1) or the empirical risk (2.16) of a parametrized hypothesis $h^{(w)}$. 113, 115, 116, 122, 130–134, 136–139, 141–144, 146–148, 150
outlier Many ML methods are motivated by the i.i.d. assumption which interprets data points as realizations of iid RVs with a common probability distribution. The i.i.d. assumption is useful for applications where the statistical properties of the data generation process are stationary (time-invariant). However, in some applications the data consists of a majority of “regular” data points that conform with an i.i.d. assumption and a small number of data points that have fundamentally different statistical properties compared to the regular data points. We refer to a data point that substantially deviates from the statistical properties of the majority of data points as an outlier. Different methods for outlier detection use different measures for this deviation. 58, 61, 85, 86, 128, 160, 230

parameters The parameters of a ML model are tunable (learnable or adjustable) quantities that allow to choose between different hypothesis maps. For example, the linear model $\mathcal{H} := \{ h : h(x) = w_1 x + w_2 \}$ consists of all hypothesis maps $h(x) = w_1 x + w_2$ with a particular choice for the parameters $w_1, w_2$. Another example of parameters are the weights assigned to the connections of an ANN. 17, 152

positive semi-definite A symmetric matrix $Q = Q^T \in \mathbb{R}^{n \times n}$ is referred to as positive semi-definite if $x^T Q x \geq 0$ for every vector $x \in \mathbb{R}^n$. 6, 10, 103, 136, 140, 194, 227, 234, 240, 256

predictor A predictor is a hypothesis whose function values are numeric, such as real numbers. Given a data point with features $x$, the predictor value $h(x) \in \mathbb{R}$ is used as a prediction (estimate/guess/approximation) for the true numeric label $y \in \mathbb{R}$ of the data point. 96

principal component analysis (PCA) Principal component analysis determines a given number of new features that are obtained by a linear transformation (map) of the raw features. 15, 21, 228–236, 239, 240, 268

probabilistic PCA Probabilistic PCA extends basic PCA by using a probabilistic model for data points. Within this probabilistic model, the task of dimensionality reduction becomes an estimation problem that can be solved using EM methods. 232

probability density function (pdf) The probability density function (pdf) $p(x)$ of a real-valued RV $x \in \mathbb{R}$ is a particular representation of its probability distribution. If the pdf exists, it can be used to compute the probability that $x$ takes on a value from a
A measurable set $B \subseteq \mathbb{R}$ via $p(x \in B) = \int_B p(x') dx'$ [9, Ch. 3]. The pdf of a vector-valued RV $x \in \mathbb{R}^n$ (if it exists) allows to compute the probability that $x$ falls into a measurable region $R$ via $p(x \in R) = \int_R p(x') dx'_1 \ldots dx'_n$ [9, Ch. 3]. 123, 264

**probability distribution** The data generated in some ML applications can be reasonably well modelled as realizations of a RV. The overall statistical properties (or intrinsic structure) of such data are then governed by the probability distribution of this RV. We use the term probability distribution in a highly informal manner and mean the collection of probabilities assigned to different values or value ranges of a RV. The probability distribution of a binary RV $y \in \{0, 1\}$ is fully specified by the probabilities $p(y = 0)$ and $p(y = 1) = 1 - p(y = 0)$. The probability distribution of a real-valued RV $x \in \mathbb{R}$ might be specified by a probability density function $p(x)$ such that $p(x \in [a, b]) \approx p(a)|b-a|$. In the most general case, a probability distribution is defined by a probability measure [50][11]. 22, 25, 26, 47, 56, 59, 63, 66–68, 95, 110–113, 122, 123, 125, 128, 129, 145, 148, 153, 154, 157, 159, 168, 174, 175, 177, 178, 255, 256, 260, 263, 264, 266, 268, 270

**random forest** A random forest is a set (ensemble) of different decision trees. Each of these decision trees is obtained by fitting a perturbed copy of the original dataset. 187

**random variable (RV)** A random variable is a mapping for function from a set of elementary events to a set of values. The set of elementary events is equipped with a probability measure that assigns subsets of elementary events a probability. A binary random variable maps elementary events to a set containing two different values, such as $\{-1, 1\}$ or $\{\text{cat, no cat}\}$. A real-valued random variable maps elementary events to real numbers $\mathbb{R}$. A vector-valued random variable maps elementary events to the Euclidean space $\mathbb{R}^n$. Probability theory uses the concept of measurable spaces to rigorously define and study the properties of (large) collections of random variables [50][11]. 7, 10, 25, 26, 34, 47, 48, 56, 63, 66, 67, 87, 91, 95, 102, 111, 112, 114, 122, 123, 129, 145, 148, 149, 154, 155, 157, 159, 167–175, 177, 178, 181, 187, 192, 213–215, 232, 239, 246, 247, 251, 255, 257, 263, 264, 266–270, 273

**rectified linear unig (ReLU)** The rectified linear unit or “ReLU” is a popular choice for the activation function of a neuron within an ANN. It is defined as $g(z) = \max\{0, z\}$ with $z$ being the weighted input of the neuron. 101, 107, 108
The regret of a hypothesis $h$ relative to another hypothesis $h'$, which serves as a reference of baseline, is the difference between the loss incurred by $h$ and the loss incurred by $h'$ [20]. The baseline hypothesis $h'$ is also referred to as an expert. 69, 70

Regularization Techniques modify the ERM principle such that the learnt hypothesis performs well also outside the training set which is used in ERM. One specific approach to regularization is by adding a penalty or regularization term to the objective function of ERM (which is the average loss on the training set). This regularization term can be interpreted as an estimate for the increase in the expected loss (risk) compared to the average loss on the training set. 34, 87, 93, 176, 181, 182, 184, 186, 192, 196, 197, 251

Ridge regression aims at learning the weights $w$ of linear hypothesis map $h^w(x) = w^T x$. The quality of a particular choice for the weights $w$ is measured by the sum of two terms (see (7.4)). The first term is the average squared error loss incurred by $h^w$ on a set of labeled data points (the training set). The second term is the scaled squared Euclidean norm $\lambda\|w\|^2_2$ with a regularization parameter $\lambda > 0$. 185, 186, 190–194, 199

Consider a hypothesis $h$ that is used to predict the label $y$ of a data point based on its features $x$. We measure the quality of a particular prediction using a loss function $L((x, y), h)$. If we interpret data points as realizations of iid RVs, also the $L((x, y), h)$ becomes the realization of a RV. Using such an i.i.d. assumption allows to define the risk of a hypothesis as the expected loss $\mathbb{E}\{L((x, y), h)\}$. Note that the risk of $h$ depends on both, the specific choice for the loss function and the common probability distribution of the data points. 112, 159, 173, 175, 255

The number of individual data points contained in a dataset that is obtained from realizations of iid RVs. 37, 38, 56, 116

A visualization technique that depicts data points by markers in a two-dimensional plane. 20, 25, 39, 46, 47, 73, 83, 224, 230, 231, 261

Semi-supervised learning methods use (large amounts of) unlabeled data points to support the learning of a hypothesis from (a small number of) labeled data points [21]. 182, 195
similarity graph Some applications generate data points that are related by a domain-specific notion of similarity. These similarities can be represented conveniently using a similarity graph \( G = (V := \{1, \ldots, m\}, \mathcal{E}) \). The node \( i \in V \) represents the \( i \)-th data point. Two nodes are connected by an undirected edge if the corresponding data points are similar. 233–235, 264

smooth We refer to a real-valued function as smooth if it is differentiable and its gradient is continuous \([101, 16]\). In particular, a differentiable function \( f(w) \) is referred to as \( \beta \)-smooth if the gradient \( \nabla f(w) \) is Lipschitz continuous with Lipschitz constant \( \beta \), i.e.,
\[
\|\nabla f(w) - \nabla f(w')\| \leq \beta \|w - w'\|. 107, 115, 116, 133, 134, 136, 138, 267
\]

soft clustering Soft clustering refers to the task of partitioning a given set of data points into (few) overlapping clusters. Each data point is assigned to several different clusters with varying degree of belonging. Soft clustering amounts to determining such a degree of belonging (or soft cluster assignment) for each data point and each cluster. 123, 201, 202, 213, 214, 218, 221, 258

spectrogram The spectogram of a time signal, e.g., an audio recording, characterizes the time-frequency distribution of the signal. Loosely speaking, the spectogram quantities the signal strength at a specific time and frequency. 39, 40

step size Many ML methods use iterative optimization methods (such as gradient-based methods) to construct a sequence of increasingly accurate hypothesis maps \( h^{(1)}, h^{(2)}, \ldots \). The \( r \)th iteration of such an algorithm starts from the current hypothesis \( h^{(r)} \) and tries to modify it to obtain an improved hypothesis \( h^{(r+1)} \). Iterative algorithms often use a step size (hyper-) parameter. The step size controls the amount by which a single iteration can change or modify the current hypothesis. Since the overall goal of such iteration ML methods is to learn a (approximately) optimal hypothesis we refer to a step size parameter also as a learning rate. 131, 133, 134

stochastic gradient descent Stochastic gradient descent is obtained from GD by replacing the gradient of the objective function by a noisy (or stochastic) estimate. 8, 144–146, 148, 149, 174

structural risk minimization Structural risk minimization is the problem of finding the hypothesis that optimally balances the average loss (empirical risk) on a training set with a regularization term. The regularization term penalizes a hypothesis that is not
robust against (small) perturbations of the data points in the training set. 10, 181, 182, 184–187, 191, 243, 250, 251, 265

**subgradient** For a real-valued function $f : \mathbb{R}^n \to \mathbb{R} : w \mapsto f(w)$, a vector $a$ such that $f(w) \geq f(w') + (w - w')^T a$ is referred to as a subgradient of $f$ at $w'$. 65, 132

**subgradient descent** Subgradient descent is a generalization of GD that is obtained by using sub-gradients (instead of gradients) to construct local approximations of an objective function such as the empirical risk $\hat{L}(h^{(w)}|D)$ as a function of the parameters $w$ of a hypothesis $h^{(w)}$. 65

**support vector machine** A binary classification method for learning a linear map that maximally separates data points the two classes in the feature space (“maximum margin”). Maximizing this separation is equivalent to minimizing a regularized variant of the hinge loss \((2.11)\). 33, 53, 92–95, 99, 100, 115, 124, 125, 132, 163, 165, 263

**test set** A set of data points that have neither been used in a training set to learn parameters of a model nor in a validation set to choose between different models (by comparing validation errors). 164

**training error** Consider a ML method that aims at learning a hypothesis $h \in \mathcal{H}$ out of a hypothesis space. We refer to the average loss or empirical risk of a hypothesis $h \in \mathcal{H}$ on a dataset as training error if it is used to choose between different hypotheses. The principle of ERM is find the hypothesis $h^* \in \mathcal{H}$ with smallest training error. Overloading the notation a bit, we might refer by training error also to the minimum empirical risk achieved by the optimal hypothesis $h^* \in \mathcal{H}$. 10, 31, 34, 71, 72, 76, 110, 113, 114, 130, 151–155, 157, 158, 160, 161, 164–166, 169, 172, 175–178, 180, 181, 184–186, 218, 251

**training set** A set of data points that is used in ERM to train a hypothesis $\hat{h}$. The average loss of $\hat{h}$ on the training set is referred to as the training error. The comparison between training and validation error informs adaptations of the ML method (such as using a different hypothesis space). 9, 10, 22, 24, 25, 30, 31, 34, 51, 61, 62, 68, 73, 76, 79, 86, 87, 90, 94, 95, 103, 104, 107, 109–114, 116, 118–120, 122, 125–130, 137, 138, 141, 145, 146, 149, 151–161, 163–170, 172, 173, 176–178, 180, 181, 183, 184, 186–188, 190, 192, 198–200, 235, 242, 243, 246, 248, 250, 251, 253, 254, 259, 262, 265, 266, 270–273
**transfer learning**  Transfer learning aims at leveraging information obtained while solving an existing learning task to solve another learning task. 182, 197, 198

**validation error**  Consider a hypothesis \( \hat{h} \) which is obtained by ERM on a training set. The average loss of \( \hat{h} \) on a validation set, which is different from the training set, is referred to as the validation error. 10, 151–153, 156–160, 162–166, 175–178, 181, 254

**validation set**  A set of data points that has not been used as training set in ERM to train a hypothesis \( \hat{h} \). The average loss of \( \hat{h} \) on the validation set is referred to as the validation error and used to diagnose the ML method. The comparison between training and validation error informs adaptations of the ML method (such as using a different hypothesis space). 10, 87, 111, 152, 156–160, 163–165, 175–178, 181, 198, 199, 254, 272, 273

**Vapnik–Chervonenkis (VC) dimension**  The VC dimension of an infinite hypothesis space is a widely-used measure for its size. We refer to [125] for a precise definition of VC dimension as well as a discussion of its basic properties and use in ML. 56

**variance**  The variance of a real-valued RV \( x \) is defined as the expectation \( \mathbb{E}\{(x - \mathbb{E}\{x\})^2\} \) of the squared difference \( x \) and its expectation \( \mathbb{E}\{x\} \). We extend this definition to vector-valued RVs \( \mathbf{x} \) as \( \mathbb{E}\{\|\mathbf{x} - \mathbb{E}\{\mathbf{x}\}\|^2\} \). 10, 47, 130, 170–173, 192, 193

**weights**  We use the term weights synonymously for a finite set of parameters within a model. For example, the linear model consists of all linear maps \( h(\mathbf{x}) = \mathbf{w}^T \mathbf{x} \) that read in a feature vector \( \mathbf{x} = (x_1, \ldots, x_n)^T \) of a data point. Each specific linear map is characterized by specific choices for the parameters for weights \( \mathbf{w} = (w_1, \ldots, w_n)^T \). 17, 18, 87, 126, 174, 192, 198, 199, 218, 219, 236, 253
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